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ABSTRACT
In this paper, we present a multimodal speech recognition
system for real world scene description tasks. Given a vi-
sual scene, the system dynamically biases its language model
based on the content of the visual scene and visual attention
of the speaker. Visual attention is used to focus on likely ob-
jects within the scene. Given a spoken description the system
then uses the visually biased language model to process the
speech. The system uses head pose as a proxy for the visual
attention of the speaker. Readily available standard computer
vision algorithms are used to recognize the objects in the
scene and automatic real-time head pose estimation is done
using depth data captured via a Microsoft Kinect. The system
was evaluated on multiple participants. Overall, incorporat-
ing visual information into the speech recognizer greatly im-
proved speech recognition accuracy. The rapidly decreasing
cost of 3D sensing technologies such as the Kinect allows sys-
tems with similar underlying principles to be used for many
speech recognition tasks where there is visual information.
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INTRODUCTION
A significant number of psycholinguistic studies have shown
a very strong connection between a person’s eye gaze and
what the person says [4, 6, 5]. More recently Coco and Keller
[2] have shown that where people look is a good indicator
of what they will say. One study suggests that gaze direc-
tion is tightly connected with the focus of a person’s attention
[6]. Given this apparent tight link between human gaze and
speech, we wanted to utilize human gaze information to im-
prove real-time speech recognition accuracy. Integration of

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from permissions@acm.org.
CHI’14, April 26–May 01, 2014, Toronto, ON, Canada.
Copyright is held by the owner/author(s). Publication rights licensed to ACM.
ACM 978-1-4503-2473-1/14/04...$15.00.
http://dx.doi.org/10.1145/2556288.2556957

visual information into speech recognition has been done be-
fore [9, 12, 8, 7, 10, 11], however these studies either ignored
gaze direction, were done in virtual worlds or used an eye-
tracker to get gaze information. We wanted a system that can
be used in the real world but wearing an eye-tracker is un-
comfortable and impractical in many real life situations, so
we decided to build a system that integrated gaze informa-
tion into a real-time speech recognizer without requiring the
humans to wear an eye-tracker.

We accomplished this by using the Microsoft Kinect to esti-
mate the head pose of a speaker. We then use the head pose
information as a proxy for eye gaze and integrate it into a
real-time speech recognizer. The advantage of using a Kinect
is that it does not require the user to wear tracking devices.
Moreover, the rapidly decreasing cost of 3D sensing tech-
nologies such as the Kinect allows systems with similar un-
derlying principles to be used for many speech recognition
tasks where there is visual context. Even though gaze di-
rection has been used in speech recognition systems in prior
work [9, 8] our approach (replacing the eye-tracker with the
Kinect) allows the technique to be moved off the desktop and
into the real world.

OVERVIEW
We implemented our system around a scene description task.
A scene description task was chosen so that we could safely
assume that people in our experiments would only talk about
objects that they could view. The scenes consisted of various
geometric objects of difference sizes and colors laid out on a
white table which was 200cm long and 60cm wide. The size
of the objects varied anywhere between 190cm2 and 40cm2.
There were a total of 6 different shapes and 8 different colors.
Overall there were 50 unique objects. There was a camera in
the ceiling (165cm from the surface of the table) that captured
the whole scene. You can see a sample scene laid out on the
table and captured by the ceiling cam in Figure1.

There was a Kinect stationed in front of the table (visible in
Figure1) facing the user who was asked to stand no further
than 40cm from the table. The user was then asked to de-
scribe the objects in various scenes. The participants were
not given any instructions on what to say and were asked to
describe the scene as best as they could. Below you can see
a few sample utterances that the participants used to describe
various scenes:



Figure 1. The view of a sample scene from the camera on the ceiling. You
can see the Kinect and the objects on the table. The user is not visible
from this view. The camera is approximately 165 cm from the surface of
the table.

• “There is a large red circle to the left of a green triangle
and above a small black triangle.”

• “There is a blue ball to the left of everything else.”

• “There is a small black triangle, a large brown circle and
yellow rectangle.”

VISUAL PROCESSING
This section describes the visual processing algorithms used
by the system.

Object recognition
The ceiling cam’s only purpose is to identify all objects laid
out on the table. In order to detect the objects on the table we
used readily available standard color segmentation and edge
detection algorithms available in opencv [1]. Objects are seg-
mented based on color. Simple off-the-shelf algorithms are
sufficient for detecting simple geometric, uniformly colored
objects such as the ones used in our experiments. The shape
of an object is represented by the width, height, and bound-
ing box area. The location of the objects on the table is also
extracted. Finally, simple spatial relations (such as “left of”,
“below”, etc) between the objects on the table is also encoded.
The color, size, shape and spatial relations of all the subjects
on the table are extracted and encoded using the ceiling cam.

Head pose estimation
Real-time head pose estimation was done using the Random
Regression Forests algorithm proposed by Fanelli et al [3].
The algorithm is trained on a large corpus of different head
poses and uses the depth data generated by the Kinect (or any
other 3D sensor) to detect specific face parts like the nose.
The algorithm is fast enough to be able to run in real-time and
can estimate head direction with high accuracy [3]. Figure 2
shows an example of real-time head pose estimation on one
of our participants. As you can see in the figure, not only
does the algorithm calculate head pose vector, it also provides
the location of the speaker (and the speaker’s head and nose)
which we use when estimating the speaker’s visual focus. We
should note that in order for the estimations to be accurate, the
participant can not be more than 1.5m away from the Kinect.

Visual attention estimation
We use the head pose vector to estimate the region on the ta-
ble that the speaker’s visual attention is focused on. Since the

Figure 2. Real-time head pose tracking with a Microsoft Kinect. Here we
are showing the participant looking straight ahead and to his right. You
can see the participant being clearly distinguished from the background.
The blue line is the real-time estimate of the participant’s head pose.
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Figure 3. The speaker’s region of visual attention can be estimated by
finding the intersection between a line and a plane. The plane is the table
which is stationary with known coordinates. The line is constructed by
combining the location of the speaker’s head with the speaker’s head
pose vector; both of which are estimated using the Kinect.

exact location, size and height of the table on which the ob-
jects are laid out is known (and since the table is stationary),
we can define the table as a plane in 3D space. The head pose
vector and the origin point of the vector (the speaker’s head)
are also known. The origin point and the vector can be used
to define a line in 3D space. We now have a 3D plane and a
line, the intersection of which is where the speaker’s visual
attention is most likely focused on (Figure 3). The line-plane
intersection can be found using standard algebraic methods.

Visual attention is treated as a probability mass function over
all objects present at the scene. Most of the probability mass
is assigned to objects in the area of the speaker’s gaze. The
probability mass assigned to other objects drops exponen-
tially the further the objects are from the center of the gaze.

INCORPORATING VISUAL CONTEXT INTO SPEECH
RECOGNITION
Since the focus of this work was on the integration of visual
information into speech recognition systems, we decided to
use an open source speech recognizer in the core of our sys-
tem. We settled on the HTK speech recognizer [15]. A speech
recognizer combines stochastic acoustic and language models



to infer the words that are being uttered by a speaker. As the
name suggests, the acoustic model deals with the acoustic as-
pects of speech such as the sounds that make up the phonemes
and the words. The language model deals with the probabil-
ity of the words being uttered based on previous examples of
speech.

In our system, we used the visual context of where the speaker
was visually engaged to bias our language model in real-time.
The acoustic model was not updated and remained the same
at all times. For our acoustic model, we used an off-the-
shelf speaker independent acoustic model trained on the Wall
Street Journal, using the 40 phones set from the CMU pro-
nunciation dictionary [14].

Visually biased language modelling
We decided to use a bigram model as the basis of our lan-
guage model. A bigram language model calculates the prob-
ability of a word given the preceding word, as shown in the
equation below. A bigram model has the advantage of being
simple and powerful enough for our task.

P (wn|w1, w2, w3...wn−1) = P (wn|wn−1)

It is P (W ) that our system dynamically updates based on
the visual context. For each object detected in the scene, the
system extracts a set of visual features such as color, size and
shape. The system uses these features to produces a set of
simple possible referring expressions for all the objects on
the table. For example for a blue ball on the table the system
could generate the expression “the big blue ball”, “blue ball”,
“big ball”, etc. As mentioned, this is done for all the objects
on the table. The likelihoods of these expressions are then
set based on the probability assigned to each object by the
visual attention probability mass function described earlier.
So for example if the aforementioned blue ball is far away
from the speaker’s gaze then the likelihoods assigned to the
expressions generated for that object will be relatively low
compared to the expressions that refer to objects closer to the
speaker’s gaze. These expressions and their probabilities are
then used to create a bigram language model.

Many expressions could be used to refer to the same object,
that’s why the system generates many possible expressions
for the same object. These expressions are generated using a
method similar to the Describer expression generation system
[13]. It is possible (but very unlikely) that none of words
the speaker uses to describe the objects are anticipated by the
system which might make it hard for the system to decode the
speaker’s speech. This is the source of most of the errors in
the system.

It should be noted that this process is done in real-time, so as
the speaker moves their head around as they scan the table,
the visual attention’s probability mass is redistributed to the
objects on the table and a new bigram model is created using
the new probabilities. Simply put, the system is anticipating
what the speaker will be saying based on where they are look-
ing. Figure 5 shows an overview of the system architecture
including the visual and speech pipelines.
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Figure 4. The system can use head pose information to estimate the lo-
cation of the speaker’s gaze. The color of the table represents the prob-
ability that the speaker is looking at that area of the table. Bright yellow
is the highest probability while dark red is the lowest. The probability
decreases as the objects get further away from the speaker’s estimated
gaze location.
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Figure 5. Overview of the system architecture. The language model is
updated dynamically in real-time based on the visual context.

EVALUATION
We evaluated the system on 5 participants. Each participant
was presented with 20 novel scenes. The participants de-
scribed each scene using somewhere between 1 to 5 utter-
ances. Across all participants there were a total of 320 spoken
utterances describing 100 scenes. Audio was captured using
a headset that participants were asked to wear. We measured
speech recognition error rate for each of the participants.

The speech recognition error rate was measured for three ver-
sions of our system. The first version just used the HTK
speech recognizer with a bigram trained on all possible ex-
pressions that can be used to describe all of our objects (not
just the objects on the table but all the objects in our reper-
toire) without including any visual information. The second
version used the speech recognizer in conjunction with visual
information about every object on the table, not using head
pose information (In this case the visual attention probabil-
ity mass assigns equal probability to all objects on the table).
The third version was our complete system, which used vi-
sual and gaze information. The speech recognition error rate
for each speaker are shown in Table 1.

When just using an off-the-shelf speaker independent speech
recognizer, the accuracy of the system was fairly high (av-
erage error rate of 14.3%), which was expected given the
limited nature of our description task. When incorporating
visual information about every object on the table, the accu-
racy increased by about 34.3% (average error rate of 8.4%).
This means that even without information about the visual



Speaker NVC VC/NVA VC/VA
1 15.5 9.6 4.8
2 13.8 7.5 3.6
3 14.1 8.2 3.7
4 13.4 7.1 4.0
5 14.7 9.4 4.1

Average 14.3 8.4 4.0
Table 1. Speech recognition error rate (%) without visual context
(NVC), with visual context but no visual attention (VC/NVA) and with
visual context and visual attention (VC/VA). On average incorporating
visual context and attention improved the speech recognizer accuracy
by 72.0%.

attention of the speaker, just taking into account visual in-
formation about the objects in the immediate environment of
the speakers helped improve speech recognition accuracy. Fi-
nally, when incorporating visual attention into the speech rec-
ognizer, the accuracy increased by about 72.0% when com-
pared to the visual context free speech recognizer (average
error rate of 4.0%), which is a rather remarkable improve-
ment on accuracy.

CONCLUSION
In this paper, we have shown an online, real-time, multimodal
automatic speech recognition system that vastly outperforms
a traditional speech recognition system. Motivated by studies
that show a very strong connection between a person’s eye
gaze and speech, we have shown how we can use cheap 3D
sensing technologies such as the Microsoft Kinect to estimate
head pose direction in real-time. We have also shown how to
use the estimated head direction as a proxy for human gaze
and how to use that information to dynamically update the
language model of a speech recognition system in real-time,
improving its accuracy for certain tasks.

The system as it stands right now was created as a proof
of concept, to show that incorporating gaze information into
speech recognition systems is a fruitful endeavor and worth
exploring. For instance, an assumption that we make in this
paper is that people always talk about the objects in “here and
now.” This is obviously not true as human speech could con-
sist of events and objects in different times and locations and
might include abstract topics that have no visual grounding.
This was the main reason why we chose a scene description
task, to force humans to talk about objects in the “here and
now.” However, even with this assumption, the system as it
stands right now could be used in games and virtual and aug-
mented reality environments in which all of the objects and
their locations are known. An example of such domain would
be automotive repair or a factory assembly line.
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