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Position Location in a TDMA Network
Stephen Cable

Rockwell International

Introduction

Many of the communications systems being developed to-
day for the tactical environment use some form of TDMA
in order to share the communications resource among

the network elements. In addition, a time dependent
waveform (eg, JTIDS, Packet Radio, ete.) is often utilized
to increase jam resistance. These systems require time
synchronization within the network in order to be able

to successfully communicate. The timing measurements
necessary to provide network synehronization can be ex-
tended to provide accurate range measurements between
network elements. These range measurements can be
used to caiculate the positions of all network elements
relative to some grid which has been established by the
network. The tactical value of a relative position loca-
tion function is well established for providing relative
nagivation, targeting, resource mapping and allocation,
routing and low probability of intercept information.

The availability of range measurements, which could be
used for position location, and the value of position loca-
tion as a tactical tool motivated the development of the
position location methods deseribed in this paper.

The method for providing a relative position location
function is summarized below. As a part of the network
initialization process, a relative grid is established for

the network. Each element in the network will be re=
sponsible for tracking its own position relative to that
grid. Accurate range measurements are obtained by ac-
curately controiling the time of transmission (TOT) and
by accurately measuring the time of arrival (TOA) of
messages. The propagation delay measurement obtained
from the TOT and the TOA is muiltiplied by the speed

of propagation to obtain a range measurement. If the
transmitted message contains the position of the trans-
mitter, the range measurement can be used along with
similar range measurements {rom other sources to cal-
culate an estimate of the receiver’s position and the cur-
rent network reference time. Periodically, these esti-
mates are used by a Kalman filter linear estimator to
develop and correct a state model of the dynamies of

the unit and its internal time base. The rate at which
these models must be updated is a function of the mobility
of the platform and its position location accuracy require-
ments. By using these state models, each unit can track
its estimated position and an estimate of the network
reference time. This information is then made available
to other units for use in their position location algorithms.
A hierarchical structure is used to determine which po-
tential sources of position information should be utilized
by a particular user. This structure prevents the feedback
of errors which can result in an unstable condition. The
remainder of the paper will provide an overview of the
major concepts introduced above, will discuss some of

the factors which determine accuracy, and will consider
the issues associated with actually implementing a position
location function.

Multilateration

Multilateration is the use of range measurements from
multiple sources to determine position relative to the
locations of the sources. Muitilateration is suited for
use in a tacticali TDMA network for a variety of reasons,
including:

a. It utilizes available propagation delay measurements

_b. Position estimates can be calculated by each element

e. It does not require fixed references
d. It does not rely upon critical nodes.

Given the TOT and TOA of the message, an estimate

of the line of sight range between the transmitter and
receiver can be computed. If the received message con-
tains the absolute or relative position of the source (trans-
mitter), the receiver can use this information, in conjunction
with the measured range and similar measurements from
other sources, to estimate its position. Each range mea-
surement defines a circle of radius R (where R = measured
range) with its center at the source. According to the
measurement, the receiver lies somewhere on the circle.
In the horizontal case (ie, altitude assumed known) per-
fect range measurements from three noncolinear sources
will generate three circles with a unique common inter-
section which is the position of the receiver. However,
error-corrupted measurements will produce a set of cireles
with no common intersection or an incorrect common inter-
section. This resuit is illustrated in figure 1 for four
sources and one receiver. Given these error-corrupted
range measurements, the receiver is required to caliculate
a position estimate which is in some sense optimum.
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Figure 1. Muitilateration Measurements for Position
Location.

By linearizing the problem using a Tayior's series expan-
sion and employing a weighted least square error criterion,
this problem can be efficiently solved by a microprocessor.
This method requires an initiai position estimate provided
by previous measurements or by an initiaiization algorithm
which is bevond the scope of this paper. The resuit of

the linearization can be observed in figure-2a. The ith



range measurement now constrains the solution to lie

on the straight line which is tangent to the circle of radius
R(i) at the point where the line connecting the ith source
and the estimated position intersects the circle. The
weighted least square error criterion is then used to solve
for an estimate. The weights take into account the rela-
tive accuracy of the position and time estimates of the
sources. The variance of the error in the estimate is

also calculated based on the estimated variance of each
measurement. The final estimate derived from the mea-
surements of figure 1 is illustrated in figure 2b.
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Figure 2. Linearized Solution of Multilateration
Problem.

Thus, a network element provided with three range mea-
surements of adequate quality can compute an estimate
of its relative position.

Range Measurements

The accuracy and quantity of range measurements avail-
able to a unit is an important factor in the accuraey of
the position location function. On the other hand, the
portion of the network capacity required to support posi-
tion location messages should be minimized. Thus, a range
measurement technique whieh fulfills both of these re-
quirements is desirable. There are two basic methods
(modes) of obtaining a range measurement for position
location and a clock offset measurement for time synch-
ronization. One method, a passive mode measurement,
requires only the reception of a position report from the
source. The second method, an active mode measurement,
requires an interrogation of the source of position informa-
tion and a reply containing the information needed to
calculate an active range measurement. A comparison

of these two modes reveals that the selection of the mea-
surement mode is dependent upon the operational require-
ments and the network environment of the unit.

In the passive mode of operation, the unit estimates its
position and clock offset utilizing passively received posi-
tion reports. The form of the passive mode measurement
is illustrated in figure 3. By including terms to indicate
the sources of error, the equation for the measurement, D,
in figure 3 can be rewritten as

D=(At2+At3)‘V-ER*n+m (1)

where

errors introduced by incorrect source position
estimates

n

m = TOA measurement error.
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~p IS THE ACTUAL PROPAGATION TIME FOR THE P-MESSAGE -
TOA-TOT=Tp +aty=Tp +atydly
SO THE PASSIVE MODE MEASUREMENT
D = (TOA - TOT)eV - (T + ERY
CAN ALSO BE WRITTEN
D= atyev -ER

WHERE ER = CALCULATED RANGE - TRUE RANGE
Figure 3. Passive Mode Observation.

Upon reception of similar measurements from at least
three noncolinear sources, equation (1) can be linearized
and an estimate of the clock offset and the error in the
unit's previous position estimate can be obtained.

In the active mode of operation, a unit must interrogate
the sources from which it desires to obtain position and
time information. Upon reception of this interrogation,
the interrogated unit replies with a position report con-
taining the TOA of the interrogation and the position

of the source at the-time of the reply. The form of the
active mode range measurement is illustrated in figure 4.
The two transmissions of the active mode provide an in-
dependent time measurement, Dt, and an independent
position error measurement, Dp. From figure 4. Dt and
Dp can be written as

Dt = at; + (m2 - m1)/2 (2)

Dp = ER+(m2-ml)/2+n @
where

mi = ith TOA measurement error

n = errors introduced by incorrect source position

estimate.

These equations show that clock offset and position errors
have been decoupied in the active mode.
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Figure 4. Active (RTT) Observation.



Analysis and simulation results indicate that the active
mode range measurements produce better performance
that is less dependent upon the geometry of the sources
than for the passive mode case. However, there are rea-
sons for choosing to use the passive mode at the expense
of degraded performance. In an operational scenario,
some units may be required to operate in a radio silent
mode. At the same time, it may be important for these
units to include position information in their infrequent
transmissions. Sueh units would certainly operate in the
passive mode. Another important consideration is the
amount of network traffic required for position location.
If network capacity is a problem and an adequate source
geometry is available, then assigning some units to the
passive mode can reduce the traffic requirements. An-
other solution to this problem is the use of a hybrid mode
employing active time measurements with passive position
measurements. A discussion of the hybrid mode is beyond
the scope of this paper. In an attempt to satisfy accuracy
requirements, capacity limitations and operational objec-
tives, a typical network may include active mode units,
passive mode units, and hybrid mode units.

Kalman Filter

In order to successfully track the clock and the position
of a unit using noisy measurements and to extrapolate
time and position between sets of measurements, a state
model of the cloek and the dynamies of the unit must

be maintained. Thus, once position and time estimates
have been obtained from the solution to the linearized
multilateration equations, this new estimate must be
combined with the previous estimates to update the state
model. A Kalman filter was selected to track the state
of the system. A Kalman filter provides improved per-
formance over simpler fixed gain filters (ega , -8 tracker)
and it provides the error covariance matrix necessary

to implement the covariance defined hierarchy described
below. The Kalman filter is defined by the state model
-description of the system and the error-corrupted mea-
surements which are available for updating the model.
For a ground, mobile network, a six-dimensional state
vector has been demonstrated to provide an adeguate
state model. The six components are clock offset, clock
drift rate. x-direction position, y-direction position, X=
direction veloeity, and y-direction velocity. This model
assumes that altitude is provided from an external mea-
surement, independently from the position loeation fune-
tion. A variant of the above state vector would use
heading and velocity in place of veloeity inthexandy
direetions. The measurement used by the Kalman filter
would be the solution to the linearized multilateration
equations and its associated covariance matrix. Platforms
exhibiting higher mobility, eg aircraft, would require an
extended state vector and additional measurements from
onboard navigation equipment in order to sucecesstully
track the platform.

Given a measurement and its variance, a Kalman filter
attempts to update the state model in a way such that the
trace of the covariance matrix of the state vector is mini-
mized. The basic Kalman filter equations are summarized
below:
Extrapolation

s(ext) = As(old)

Cl(ext) = AC (old)AT

Update
s (new) = As(old) + K (new) [ z (new) - HA s (o1d)]
K (new) = C (ext) HT [H C (ext) HT + R (new)]-1
C (new) = C (ext) - K (new) H C (ext)
where
s = state vector
A = state transition matrix
C = state vector err;ar covariance matrix
K = Kalman filter gain matrix
z = measured values
H = linear transformation from s to 2
R = measurement error covariance matrix.

These Kalman-filter equations and the multilateration
measurements provide the basis for tracking the relative
position of network elements. :

Network Architecture

The ability of each network element to perform position
loeation is dependent upon the existence of a common
relative grid and the reception of an adeguate number
of useable position reports. The network structure of
the position location funetion should perform four major
tasks. Those tasks are:

a. Support time synchronization in the network

b. Establish a rectilinear coordinate grid for relative
navigation

e. Ensure an adequate supply of position reports to sup-
port any unit attempting to perform position location

d. Provide for stability and robustness of the position
location function.

Due to the interrelationship between time synchronization
and position location, any network structure which per-
forms the last three tasks will support time synchroniza-
tion in the network. For applications where relative
navigation is not required, the position location algorithms
can provide time tracking only. The clock offset measure-
ments can be provided by active mode measurements
without position or by passive mode measurements with

a rough position estimate.

In conjunction with the network initialization procedure,
the position location network structure should define

a reiative rectilinear grid and, if possible, a geodetic
grid. Some of the network elements are given the re-
sponsibility for establishing the grid. These elements
are:

a. Master Unit (MU). An element whose relative posi-
tion is defined to be the origin of the grid.



b. Relative Position Reference (RPR). An element
which knows its position relative to the MU and one
other RPR. These are at least two RPR's in the net-
work. The ranges between the MU and the RPR's
may be obtained through round-trip timing measure-
ments. but some prior information must be available
to obtain an unambiguous estimate of their relative
positions.

o. Absolute Position Reference (APR). An element
with an accurate estimate of its geodetic coordinates
obtained from some source other than the position
location function.

During network initialization, the MU and RPR's define

a relative rectilinear grid. Given two APR's, the relative
grid can be mapped onto a geodetic grid through a co-
ordinate transformation algorithm. Once the grid is es-
tablished. the loss of an MU, RPR, or APR does not disable
the position location capability of the network. An alter-
nate master unit (AMU) is designated to assume the role
of the MU upon loss of the original master unit. This
feature enhances the survivability of the position location
funetion in the network.

The covariance defined hierarchy is used to select the
useable sources of position information from the set of
all elements within iine of sight (LOS) of a particular
element. Each element includes a quantized estimate

of the error variances of its position and time estimates
in its position report. These variances are provided by
the Kalman filter of each element. The position report
also contains information indicating the number of relays
between that element and the MU. An element selects
the sources with the most acecurate position information
whieh are closer to the MU than it. In this manner, posi-
tive feedback of errors is eliminated.

Performance Considerations

The algorithm and network architecture introduced above
were the subject of an in-depth analysis to determine

the acecuraey of the system and its impact upon network
operation. This effort utilized an analysis of the state
model., a Kalman filter error sensitivity analysis program
and a Monte Carlo simulation to characterize the effects
of various factors upon performance. It was found that
the performance of the position location function is a
complex function of the update rate, the mobility of the
platform, the TOA measurement accuracy, the propaga-
tion effects, the quality and topology of the sources used,
and several other factors. By characterizing the indivi-
dual and cumulative effects of these factors, required
values for parameters, such as required update rate, re-
quired TOA estimator accuracy, etc., which will provide
adequate accuracy for a given operational scenario can
be determined. The impact of three of the performance
factors is summarized below.

Update Rate/Platform Dvnamics

A major impact of the position location function

upon a network is the portion of the communications
capacity of the network which must be allocated

to position location. Ideally, the minimum number

of position reports necessary to meet the performance
goal should be used. This implies that the update rate
of each unit should be as low as possible. The major
factors determining the update rate are the operation-

=~

al aceuracy requirements and the mobility of the
platform. The two basic sources of error, which are
a funetion of the update rate, are errors introduced
by state extrapolation and errors caused by combining
position reports received at different times into one
measurement. These errors increase as the mobility
of the platform increases and decrease as the update
rate increases. A highly mobile platform exhibits
significant acceleration and higher order derivatives
of motion. These unmodeled states can cause diver-
gence of the estimate unless they are compensated
for by age weighting or similar techniques. An anal-
ysis of these errors was performed using the Kalman
filter error sensitivity analysis. From these results
and given the accuracy requirement, the expected
dynamies of the platiorm, and the conditions (Source
error, GDOP, ete.) under which the aceuracy is re-
quired, a minimum update rate can be selected. This
interaction is illustrated in figure 5, where maximum
update periods were selected for various platforms
and performance goals.
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Figure 5. An Example of Update Rate vs. Platform
Goals.

Propagation Delav Measurement

The sources of error in the propagation delay mea-
surement include TOT errors, propagation effects,
and TOA errors. The sum of all these errors can

be lumped together and called the TOA measurement
error. The impact of TOA measurement errors on
position accuraey is a function of the mode of the
unit (active or passive), the number of sources used,
the dvnamies of the unit, and the state model used
by the Kalman filter. The effect of TOA uncertainty
was characterized under various conditions using

the analysis tools mentioned earlier. The uncertainty
in the TOA measurement increases the uncertainty
of the measurement supplied to the Kalman filter.
This increases the response time of the filter, making
it more difficult to track mobile platforms. The anal-
ysis indicates that a TOA of one sigma uncertainty
of 100 ns may be acceptable for a slowly moving
platform (eg, manpack), but the accuracy must in-
crease as the mobility increases in order to maintain
the same accuracy and update rate.

Network Topology

The topology of the network has a significant impact
on the position location accuraey of the units in the
network. A number of different network properties
determine the configuration and quality of sources
available to an individual unit. Some of these proper-
ties are listed in table 1.



Table 1.

Network Properties and Source Quality.

PROPERTY

COMMENTS

Covariance defined hierarchy

Number of units in net

Area of coverage
Loecation of MU, RPR and APR
Network dynamics

Network terrain

Determines quality and choice of sources

Effects number of sources available
Effects network connectivity

Effects source quality
Effects availability and quality of sources ‘

Effects network connectivity !

The geometric dilution of precision (GDOP) is a mea-
sure of the errors introduced by the geometry of
the sources. It is usually defined as

2 2 2
i = = (4)
N ox gy "¢m
where
2 . .
g“ = variance of the solution for position in the
: x-direction
= v2 = varianece of the solution for position in the
- v-direction
2 k
sm - variance of the measurement error from

sources.

As GDOP inereases, the accuracy of a measurement
decreases. GDOP is a function of the method of
range measurement. The correlation between time
and position errors in the passive mode accounts

Figure 6. GDOP Contours for Basic Position Location
Element (Passive).

Ul

for muech of the GDOP present in that mode. As

a comparison between passive and active mode GDOP,
consider the contours of equal GDOP plotted in fig-
ure 6 and figure 7. Obviously, for the source con-
figuration of the figures, the active mode should
provide better performance. This premise is borne
out by the simulation resuits recorded in figure 8

for a unit traveling with constant velocity along the
path indicated in figure 6 and figure 7.

One response of a passive mode unit with poor per-
formanee due to GDOP would be to switch to active
mode operation. However, operational objectives
may foree some units to operate in the passive mode.
In that case, it is the responsibility of the network

to provide adequate sources of position information.

Implementation Issues

The impact of the position location function can be identi-
fied in three areas. These areas are: (1) network through-
put, (2) hardware, and (3) software.

Figure 7. GDOP Contours for Basic Position Location
Element (Active).
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Throughput

The throughput or-data distribution capability of

the network is impacted in two ways. First, some
amount of overhead traffic is introduced into the
network to support the requirement for position re-
ports. This traffic is in the form of overhead bits
added to existing messages and additional messages
created solely for the purpose of carrying position
information. Second, some of the processing time

of the unit must be used to process position informa-
tion. For some networks, processing delays can be-
come the limiting factor on throughput. Consequently,
the amount of processing required for POSLOC could
have an adverse effect on network throughput.

In figure 9, the average bits/sec of position informa-
tion received by an average unit is plotted as a fune-
tion of the number of units within LOS of that unit.
This is a realistic measure of network loading because
the position reports are not relayed when used solely
for computing position. Several plots are inciuded

in figure 9, representing several network make-ups
and position locaton strategies. The important point
to note is that for less than 20 LOS units, ail of the
scenarios require less than 1 kb/s of position informa-
tion.

The amount of processing time required by the posi-
tion location algorithm can be estimated by deter-
mining the time required for the floating point
operations. An estimate was done for a 16-Dit pro-
cessor with a hardware multiply and divide. With

a 6-s update rate, approximately 3 percent of the
processors capability would be used for position lo-
cation. Thus, this type of processor should be able
to provide position location without seriously increas-
ing node deiay.
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Figure 9. POSLOC Bit Rate Example.

Hardware

In general, the hardware would be impacted in the
following three areas:

a. Accurate TOA estimator
b. Accurate TOT control
c. Increased memory

The TOA estimator hardware is determined by the
type of waveform used. In some systems, a delay
lock loop is used to track the TOA of the incoming
signal. In a ground, mobile environment, it is de-
sireable to detect the leading edge of the received
multipath signal. Detection of the leading edge may
require coherent averaging of the signal in order

to increase the signal to noise ratio of the leading
muitipath component. The TOT can be controlled
by retiming the signal immediately before modula-
tion of the [F. A survey of TOA estimator and TOT
control techniques indicates that the TOA estimator
and TOT controller add to the complexity of the
system, but their complexity is not unreasonable.
An algorithm supporting two modes of operation
and coordinate conversion routines couid be stored
in less than 8 k 16-bit words. Thus the hardware
modifications required are feasible.

Software

The use of range measurements to provide time syn-
chronization and position location requires a signi-
ficant amount of software. The software tasks would
include the following functions:

a. Position location algorithms

—

. Multilateration solution

o

A Kalman filter
. Interface with the operating system
e. Creation and transmission of position reports

d. Protocols for position reports.



Conclusion

In summary, usable position accuracies can be obtained
within a TDMA network. A position location algorithm
utilizing multilateration and a Kalman filter linear esti-
mator can track the position and elock offset within each
network element. An analysis of this method shows that
performance is a complex function of a number of faectors.
With the tools which have been developed for analyzing
performance, the obtainable accuracy can be predicted
or the parameters required to meet a performance goal
can be chosen, given a particular scenario. The cost of
implementing position location in terms of network
throughput and hardware complexity shouild not be un-
reasonable. Consequently, position location may be a
valuable. obtainable addition to a tacticel data distri-
bution network.
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WHAT LANGUAGE UNDERSTANDING RESEARCH SUGGEZTS
ABOUT DISTRIBUTED ARTIFICIAL INTELLIGENCE

Earl D. Sacerdoti
Artificial Intelligence Center
SRI International

Natural language communication requires that
dialogue participants know not only the structure
of language but also something about the sub ject
matter under discussion and about the processes
through which concepts in the subject area may be
expressed by means of words, phrases, and sentences
in the language. Similarly, a rich dialogue among
distributed intelligent processors will require
that the processors have a (partial) knowledge base
in common and that they employ and understand
common groundrules about how to convey portions of
that knowledge base within the available
communication protocols. Therefore, designers of
istributed artificial intelligence (DAI) systems
might find useful concepts in the designs of
artificial intelligence systems for natural
language understanding.

Computer science, as opposed to traditional
mathematics, views computation as a progess

) perf‘omed with :‘m“a resourges over tige
analogous manner, natural language understanding

In an

research in artificial intelligence, as opposed to
traditional linguistics, is increasingly concerned
with communication as a progess performed

with fipits resources over tige.
any power will certainly also have to view

DAI systems of

interprocessor communication as a progess performed
sath fipite regourceg over tige. The particular
perspective of artificial intelligence on the
problem of understanding natural language may help
us %o articulate some issues of importance that
must be faced in developing distributed systems

that display intelligent behavior.

* The preparation of & e te

the Ad%anbed Researgh gigjgggsrAzggc;uggogiéd i
Department of Defense., It was prepared in hasta,
for which I apologize to the reader. I wisn %o
thank Barbara Grosz and Peter Hart for their
nelpful suggestions. Please don't expect them %o
stand‘finnly behind the papers' conclusions
though. For that matter, don't expect me :5!
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This brief note will attempt to draw
axtended analogy between natural language

communication and interprocess communication,
thereby hopefully identifying in advance some of
the gaps that must be filled as the processors that
are communicating become increasingly powerful.

A. Introduction

Communications specialists have generally
concerned themselves with the format and content of

.individual classes of interprocess messages, rather

than on the ongoing interaction (spanning many
instances of many classes of message) :h;ough which
particular information is communicated. This is
analogous %o the linguists' traditional concerns
with the form and meaning of individual words and
sentences. In contrast, AL researchers on language
understanding view communication as an agLlivity
performed by two or more cooperating parties. This
viewpoint on language understanding systems

for DAI is a careful

that underlie

suggests that a crucial issue
articulation of the processes
participation in dialogue (as opposed to the
structuring of the individual interprocess messages

and communication protocois).

Below we will characterize three kinds of
knowledge that language understanding research
suggests must be available to a communicating
process. Then we will discuss the activities
involved in interpreting and responding %o a
pessage.

Communication between pecple or procsessors can
be
of

viswed as the incremental sharing and building

their respective knowledge bases. Recent work

in computational linguistics has demonstratad :the

importance to each participant in a dialogue of

having a very rich knowladge base that is much more

than a static description of the facts that are

The

dynamic environzent

currently true in the domain of discourse.
knowlsdge base must encode a
consisting of varicus actors, objects,

relationships and events, ordered (or partially
ordered) with respect %o time. I® must

describe



not only the environment as it truly is, but also

the knowledge and beliefs about the environment
that are held by each participant in the dialogue.

C. Knowledge about Contaxt

Natural language is used for communication in
a dynamically changing context.
dialogue cannot typically be interpreted in
isolation; it must be analyzed within the context
in which it was produced. An interpretation is

An utterance in a

influenced by the current state of the environment,
by a history of the previous states, Dy the overall
structure and content of the dialogue, by knowing
who produced the utterance and for whom it was
intended, and by the preceding utterances in the
dialogue.

This complex collection of required state
information renders genuine comprehension of
natural dialogue beyond the current state of the
art.
of communicating parsimoniocusly over a naisy

It is, however, an extremely =fficient means
medium
when there is sufficient processing power available
By each

having all this knowledge about the subject domain

on both sides of the communications link.

and the current context of the interaction,
processors can communicate using many fower Dbits.
Furthermore, because the processors are contimually
angaged in augmenting and checking a shared
xnowlsdge base, errorful ‘ransmissions are much
more likely o be noticed, and a subdialogue
requesting confirmation of the suspicious message
can be initiated.

Employing this state information, then, may
provide significant additional efficiency and
reliability On the
other hand,

in the communications process.
maintaining and exploiting this state
tional

Researchers exploring the

information imposes a very significant ad
computation load.
distribution of artificial intelligence

capabilities will need to evaluate the tradeoffs
betwesen the increased processing required and the

anricned commurnication provided by this approaci.

D. Knowladge about Commupicating

To enable the rich interactions we have been
describing, a third kind of knowledge is needed.
This is knowledge about the "rules of the zame" of
communicating. In typical systems that perform
interprocess communication this consists of no more
than the encoding of routines that can 2ither
create or interpret instances of particular classes
of messages. By analogy with natural language
understanding systems, communicating processes nay
also have to know snough about the activity of
communication itself to determine when the focus of
the communication is shifting, what the current
goals of the sender are that lie behind nis current
transmissions, and when (and why) the current
sequence of transmissions is conerent as a whole.
The cues for these kinds of information are often
encoded in subtle ways in natural language
dialogues.
the deductions required to pick up these cues

Human participants seem able to perform
sasily. Language understanding systems nave Deen
rather poor at this to date. 3By sncoding the cues

more explicitly for interprocess communication, the

requirement for the individual processors o
perform complex deductions can be greatly reduced.
This aspect of communication, then, appears to be

one that can be incorporated rather easily into DAI

systems.

Es Intarpreting 3 Message

In analyzing and interpreting messages
sxpressed in natural language, a variasty of xinds
of information must be brought to bear. Firstly.
there is knowledge about the syntax, how individual
words are combined into phrases and how phrases are
combined into sentences. Secondly, there I
lexical knowledge, about the meanings of individual
words and the roles they

Thirdly, there

can take on within larger

phrases. is knowledge about the

mapping between the phrases of the input and

descriptions of objects in the Internal

representation of the subject domain. (Strictl

]

speaking, this is what philosophers mean when they
refer to semapntics, although the term is alzost

the

always used in a much wider sense in



of artificial intelligence.) Finally, knowledge

about the current state is needed to refine the
deseriptions of objects into designations of
particular entities in the "real world."

While these types of knowledge are listed in
order of inecreasing complexity and difficulty of
use, they are not employed in a strictly linear
order. Since the analysis at each level affects
the confidence in the conclusions drawn at other
levels, the overall interpretation is usually built
up incrementally with many partial contributions

from all levels.

The designer of a system that involves
interprocess communication typically builds in to
the communicating processes knowledge of the first
two sorts described above. He worries about the
structure of 2ach message and about the values and
The

other types of knowledge are "hard-wired™ into his

meanings of the fields thin those messages.
programs, and are typically extrénely simple. Each
message typically has an unambiguous meaning
independent of its ordering within the overall
dialogue.

This design of a communication protocol is
appropriate for situations where the processing
cost of sending or receiving sach message must be
xept low. The use of the semantically oriented
kxinds of knowledge makes the processing for message
transmission very much more expensive. However, if
processing at the sou}ce and destination is
relatively cheap (and we expect this to be the case
for DAL systems), the
might be minimized by trading off higher processing

requirements for lower bandwidths and higher noise

overall cost of the system

levels.

F. BResponding %o 3 Message

We have just sketched the (rather complex)
process by which a2 message might be interpreted by
a processor in a DAI system. Once the message is
As might

be expectad, this is also a rather complex process

interpreted, it must then be reponded to.

for a natural language understanding system, and

will probably be complex for a DAI system as well.

The complexity of the response derives mostly

from the need to update and maintain the complex
knowledge about state information described in

Section C above. The response must include:

® 3 check for the validity of the current
assumptions about the state of the other
communicating process;

# 3 check for cues that the sender of the
message is shifting the focus of the
communication;

# a3 determination of the overt actions to be
taken in response to the message;

# 3 determination of whether (and under what
conditions and when) a return message is
requested or required;

* the generation, if needed, of a return
message (which will involve encoding
sufficient information for the other
process to perform the same set of tasks).

As was the case with the task of interpreting

messages, responding to messages will be easier for
computer-to-computer interactions than for natural
language communication. By requiring explicit
indications of shifts of focus and, perhaps, an
explicit indication of nonstandard or unexpected
assumptions, the response to messages can probably
be performed with tolerable efficiency.

G. Conclusions

We have speculated on the possible relevance
of the AI approach to natural language
understanding to the problem of communication
between processors in a distributed artificial
intelligence system. While the processing required
to interpret a natural language is almost certainly
far more than a DAI system needs, a simplified form
of this processing that performs all or most of the
tasks performed in understanding natural language
may well be required. This suggests that designers
of DAI systems might best design their
cammunications protocols by narrowing down the
capabilities required for natural language
communication rather than by building up from the
traditional, individual-message-oriented approach.
The key point I have tried to make is that, to
develop a robust distributed system that is abls %o
communicate over a noisy, relatively narrow-

bandwidth channel, one must consider not just the



format and content of the individual messages that

are used to communicate, but also the role that
sequences of messages play in the overall process

of communication.
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APPLICATIONS OF THE CONTRACT NET FRAMEWORK: DISTRIBUTED SENSING

Reid G. Smith and Randail Davis

Heuristic Programming Project
Department of Computer Science
Stanford University
Stanford, California, 94305.

Abstract’

We describe the initialization and operation of a
distributed sensing system based on the contract net
framework. In a departure from earlier systems, task
distribution is viewed as a locai mutual selection process, a
discussion carried on between a node with a task to be
executed and a group of nodes that may be able to execute
the task. This leads to the use of a control formaiism based
on a contract metaphor, in which task distribution
corresponds to contract negotiation.

1 Distributed Problem Soiving: Overview

Distributed probiem solving is carried out in a processor
architecture in which the individual nodes include memory as
well as processing capability. In such a problem soiver,
controi is decentralized, the nodes are loosely coupied (i.e.,
they spend a far greater percentage of time in computation
than in communication with other nodes), they communicate
via messages, and they cooperate in the solution of a singie
overall problem.

A framework for distributed problem solving has been
developed that specifies mechanisms for communications,
control, and knowledge organization. The framework is based
on the human model of experts that cooperate to solve
probiems by transfer of messages and use a contract
negotiation process to distribute tasks to be executed
concurrently. In the distributed problem-soiving context, the
human experts correspond to processor nodes. Each node
contains a number of task-specific knowiedge-sources (KSs).
In this paper we wiil focus on the communications and controi
aspects of the framework. .

A key probtem that must be resoived in a distributed
problem solver is how nodes with tasks to be executed find
other nodes capable of executing those tasks. We wili cail
this the connection problem. In centraiized problem solvers it is
called the invocation problem; that is, which KS to invoke at
any given time for the execution of a task. Because A/
applications do not generally have weil-defined algorithms for
their soiution, A/ probiem solvers need considerabie heuristic
knowledge to guide them, making the connection problem
crucial.

' This work has been supported In part by the
Advanced Research Projects Agency under contract MDA
903-77-C-0322, and the Nationai Science Foundation under
contract MCS 77-02712. It has been carried out on the
SUMEX-AIM Computer Facility, supported by the National
Institutes of Heaith under grant RR-00786. Reid Smith is now
at the Defence Research Establishment Atlantic, Dartmouth,

Nova Scotia, Canada. Randail Davis is now at the MIT

Artificial Intelligence Laboratory, Cambridge, Mass.

2 The Contract Net Framework: Communications And
Control

The contract net framework includes a problem-solving
protocol [Smith, 1977] [Smith, 1978b], an extrapolation to
the problem-solving level of the standard network
communications protocol. This protocol encodes task-
independent information that specifies the possible actions
and interactions of the nodes of the problem solver and aiso
includes siots for the task-dependent information necessary
for the decisions that guide the control. The task-dependent
information in the framework is encoded in a common-
internode-language, understandaole to all nodes.

The problem-soiving protocal uses an announcement -
bid - award sequence of contract negotiation to soive the
connection problem. It views task distribution as an
interactive process, one that that entaiis a discussion
between a node with a task to be executed and nodes that
may be able to execute the task. The protocol defines a set
of messages that has so far proven adequate for both
control and data distribution.

A contract net is a coilection of interconnected
processor nodes whose interactions are governed by a
problem-soiving protocol based on the contract metaphor.
Each node in the net operates asynchronously and with
relative autonomy. The execution of an individual task is
handled as a contract. A node that generates a task
advertises existence of that task to the other nodes in the
net with a task announcement, then acts as the manager of
that task for its duration. in the absence of any information
about the specific capabilities of the other nodes in the net,
the manager is forced to issue a general broadcast to ali nodes.
If, however, the manager possesses some knowiedge about
which of the other nodes in the net are likely candidates,
then it can issue a limited broadcast to just those candidates.
Finally, if the manager knows exactly which of the other
nodes is appropriate, then it can issue a point-fo-point

unm:mm:ament.Z As work on the problem progresses, many
such task announcements will be made by various managers.

Nodes in the net have been listening to the task
announcements, and have been evaluating their own ievel of
interest in each task with respect to their specialized
hardware and software resources. When a task is found to
be of sufficient interest, a node submits a bid. A bid
indicates the capabilities of the bidder that are relevant to

2 Restricting the set of addressees of an
announcement (which we call focused addressing) is
typically a heuristic process, since the information upon
which it is based may not be exact (e.g., it may be inferred
from prior responses to announcements).



execution of the announced task. A manager may receive
several such bids in response to a single task announcement;
pased on the information in the bids, it selects one (or
several) node(s) for execution of the task. The selection is
communicated to the successful bidder(s) through an award
message. These selected nodes assume responsibiiity for
execution of the task, and each is called a contractor for
that task.

A contract is thus an explicit agreement between a
node that generates. a task (the manager) and a node that
executes the task (the contractor). Note that establishing a
contract is a process aof mutuai selection. Available
contractors evaiuate task announcements made by severai
managers until they find one of interest; the managers then
evaiuate the bids received from potential contractors and
select one they determine to be most appropriate. Both
parties to the agreement have evaiuated the information
supplied by the other and a mutual selection been made.

The contract negotiation process is expedited by three
forms of task-dependent information contained in a task
announcement. An eligibility specification lists the criteria
that a node must meet to be eligible to submit a bid. This
specification reduces message traffic by pruning nodes
whose bids wouid be clearly unacceptable. A task
abstraction is a brief description of the task to be
executed, and allows a potential contractor to evaiuate its
level of interest in executing this task reiative to others that
are available. An abstraction is used rather than a complete
description in order to reduce the length of the message

(and hence message traffic).> Finally, a bid specification
details the expected form of a bid for that task. It enables a
potentiai contractor to transmit a bid that contains only a
brief specification of its capabilities that are reiavant to the
task (this specification is called a node abstraction), rather
than a complete description. This both simpiifies the task of
the manager in evaluating bids, and further reduces message

traffic.?

Contracts are queued locally by the node that
generates them until they can be awarded. If no bids are
received for a contract by the time an expiration time
(inciuded in the task anno t) has p d, then the
contract is re-announced. This process is repeated untii the

contract can be awarded.s

~ The award message contains a task specification,
which includes the compiete specification of the task to be
executed. After the task has been compieted, the contractor
sends a report to its manager. This message Includes a
resuit description, which communicates the resuits that
have been achieved during execution of the task.

The manager may terminate the execution of contracts

3 One component of the abstraction is the ask type, or
generic classification of the task.

4 The information that makes up the eligibility
specification, task abstraction, and bid specification for any
given example must be supplied by the applications
programmer. In Section 3 we will see examples of this type
of information.

5 The is a simplified version of the actual process (and
does not work in the case of a task that cannot be executed
due, for example, to lack of sufficient data); see [Smith,
1978c] for the compiete description.

as necessary (with a termination message), and further
(sub)contracts may be let in turn as required by the size of a
contract or by a requirement for special expertise or data
that the contractor does not have.

it is important to note that individuai nodes are not
designated a priori as managers or contractors. These are
only roles, and any node can take on either role. During the
course of problem solving, a particuiar node normaily takes on
both roles (perhaps even simuitanecusiy for different
contracts). This leads to more efficient utilization of nodes,
as compared, for ex ie, to sch that do not ailow
nodes that have contracted out subtasks to take on other
tasks while they are waiting for resuits. individual nodes,
then, are not statically tied to the controi hierarchy.

Note also that the idea of transfer of expertise
between nodes (via transfer of procedures or data) can be
readily handled by the protocol. It can be handled as a
standard contract between a node that announces (in
effect) | need the code for <procedure-description>, and a node
that bids on the task by indicating that it has the required
information.

To review, the normal method of negotiating a contract
is for a node (called the manager for a task) to issue a task
announcement. Many such announcements are made over the
course of time. Other nodes are listening and submit bids on
those announcements for which they are suited. The
managers evaluate the bids and award contracts to the most
suitable nodes (which are then cailed contractors for the
awarded tasks).

The normal contract negotiation process can be
simplified in some instances, with a resuiting enhancement in
the efficiency of the protocol. If a manager knows exactly
which node is appropriate for execution of a task, a directed
contract can be awarded. This differs from the
announced contract in that no announcement is made, and no
bids are submitted. Instead, an award is made directly. in
such cases, nodes awarded contracts must acknowiedge
receipt and have the option of refusai.

The protocoi has also been designed to allow a reversai
of the normal negotiation process. When the processing load
on the net is high, most task announcements will not be
answered with bids because afi nodes will be aiready busy.
Hence the protocoi inciludes a node availadility
announcement message. Such a message can be issued by
an idle node. It is an invitation for managers to send task
announcements or directed contracts to that node.

Finally, for tasks that amount to simple requests for
information, a contract may not be appropriate. In such
cases, a request - response sequence can be used without
further embellishment. Such messages (that aid in the
distribution of data as opposed to control) are implemented
as request and information messages. The request message
is used to encode straigntforward reguests for information
for which contracting is unnecessary. The information
message is used both as a response to a request message
and as a general data transfer message.



3 Distributed Sensing

in this section, we demonstrate the use of the contract
net framework in the soiution of a problem in area
surveillance, such as is encountered in ship or air traffic
control. The example will help to demonstrate the contract
net approach to communications and control.

We consider the operation of a network of nodes, each
having either sensing or processing capabilities and ali
spread throughout a relatively large geographic area. Such a
network is called a Distributed Sensing System (DSS).

The primary aim of the system is rapid, reliable,
accurate, and low-cost analysis of the traffic in a designated
area. This analysis invoives detection, classification, and
tracking of vehicles; that is, the soiution to the probiem is a
dynamic map of traffic in the area. Construction and
maintenance of such a map requires the interpretation and
integration of a large quantity of sensory information
received by the collection of sensor eiements.

There are many trade-offs involved in the design of a
DSS architecture. We present onily one possible approach

that considers a limited number of these trade-offs.® The
primary intent of this -example is to demonstrate the contract
net approach, and we therefore focus on the initialization and
communications aspects of the DSS. For a discussion of other
aspects of this problem see [Nii, 1978]. i

3.1 Hardware

All communication in the DSS is assumed to take place
over a broadcast channei (using for example, packet radio
techniques [Kahn, 1976]). The nodes are assumed to be in
fixed positions known to themseives but not known a priori to
other nodes in the net. Each node has one of two
capabilities: sensing or prc ing. The ing capability
includes low-level signal analysis and feature extraction?
We assume that a variety of sensor types exist in the DSS,
that the sensors are widely spaced, and that there is some
overiap in sensor area coverage. Nodes with processing
capability supply the computational power necessary to
effect the high-level anaiysis and control in the net. They
are not necessarily near the sensors whose data they
process.

A DSS may have several functions, ranging from
analysis of vehicle data in the overail area of coverage to
controi over the courses and speeds of those vehicles. We
consider here the analysis function. in this case the overall
area map must be integrated at one node in the system (it
could aiso be integrated by an agent outside the system, like
a monitoring aircraft). We therefore distinguish one
processor node as the monitor node. its function is to begin
the initiaiization of the DSS, and integrate the overall area
map for communication to an agent outside the DSS. We will
see that it does not correspond to a centrat controiler.

5 Further discussion of the background issues inherent
in DSS design is presented in [Smith, 1978a].

7 In a real DSS, it is likely that sensors and low-ievel
signal analysis devices would not be considered as staticaily
connected parts, as it is often the case that many different
types of analysis are applied to the output of a single
sensor, or to that of groups of sensors taken together.

Figure 3.1 is a schematic representation of a DSS.
Processing nodes are shown in black, and sensing nodes in
white. The monitor node is shown in white with an “M" in the
middie.

+ *
% Processor 6 Monitor

Figure 3.1. A Distributed Sensing System.

Sensor

3.2 Data And Task Hierarchy

The DSS must integrate a large quantity of signal data,
reducing it and transforming it into a symboiic form meaningful
to and useful to a human decision maker. We view this
process as occurring in several stages, which together form
a data hierarchy (Figure 3.2). The hierarchy offers an
overview of DSS functions and suggests a task partitioning
suitable for a contract net approach. A particular node in the
DSS handles data at oniy one level of the data hierarchy at
any given moment, and communicates with nodes at other
leveis of the hierarchy.

overail area map
area map
vehicle

signal group

signail

Figure 3.2. Data Hierarchy.



For purposes of this example, the only form of signal
processing we consider is narrow band spectrai analysis. The
signal has the following features: frequency, time of
detection, strength, characteristics (e.g., increasing signai
strength), name and position of the detecting node, and

name, type, and orientation of the detecting sensor.?

Signals are formed into signal groups at the second
level of the data hierarchy. A signai group is a coilection of
related signuls.9 For this example, the signal groups have the
tollowing features: the fundamental frequency of the group,
the time of group formation, and the features of the signais in
the group (as above).

The next level of the hierarchy is the description of the
vehicle. |t has one or more signal groups associated with it
and is further specified by position, speed, course, and
type.'° Position can be established by triangulation, using
matching groups detected by several sensors with different
positions and orientations. Speed and course must be
established over time by tracking.

The area map forms the next level of the data
hierarchy. This map incorporates information about the
vehicie traffic in an area. It is an integration of the vehicle
level data. There will be several such maps for the DSS,
corresponding to areas in the span of coverage of the net.

The final level is the complete or overail area map. in
this example, the map is integrated from the individual area
maps by the monitor node.

As indicated above, the hierarchy of tasks follows

directly from the data hierarchy. The monitor node manages
several area contractors. These contractors are responsibie
for the formation of traffic maps in their immediate areas.
Each area contractor, In turn, manages several group
contractors that provide it with signal groups for its area
(Figure 3.3). Each group contractor integrates raw signal
data from signal contractors that have sensing capabilities.

The area contractors aiso manage several vehicle

3 The frequency spectrum of noise radiated by a
vehicle typically contains narrow band signal components
that are caused by rotating machinery associated with the
vehicle (e.g., engines or generators). The frequencies of
such signals are correlated with the type of rotating machine
and its speed of rotation. They are indicators of the
classification of the vehicle. Narrowband signais aiso
undergo shifts in frequency, due to doppler effect, or
instapility and change in the speed of rotation of the
associated machine. Alterations in signal strength aiso occur
as a resuit of propagation conditions and variations in the
distance between the vehicle and the sensor.

b signal group that is often used to integrate narrow
band signal data, for exampie, is the harmonic set, a group of
signals that are harmonically related (l.e., the frequency of
each signal i the group is an integral muitiple of the lowest,
or fundamentai frequency). A singie rotating machine often
gives rise to several narrow band signais that form a
harmonic set.

10 gor simplicity, we have ignored a level in the
hierarchy that can be called component sources of signal, as in
[Nii, 1978]. At this level, a DSS wouid normally try to
attribute signais and signal groups to particular pieces of
machinery associated with a vehicie.

that are responsible for integration of information
with individual vehicles. Each of these
contractors manages: a classification contractor that
determines vehicie type: a localization contractor, that
determines vehicle position; and a fracking contractor, that

tracks the vehicle as it passes through the area.'’

contractors
associated

area
|
| |
vehicle
group [
I b l 1
signal classification localization tracking

Figure 3.3. Area Task Partitioning.

Note that this particuiar partitioning of tasks is oniy one
of many possibilities that might be specified by the system
designer.

3.3 Contract Net Impiementation

This section reviews in quaiitative terms how the Dss
probiem can be attacked using the contract net approach
and illustrates severai of the ideas centrai to its operation.
Appendix A gives specific examples of the message traffic
that is described here.

3.3.1 Initialization

The monitor node is responsibie for initialization of the
DSS and for formation of the overall map. It must first select
nodes to be area contractors and partition the system's span
of coverage into areas, based on the positions of those
selected nodes. For purposes of illustration we assume that
the monitor node knows the names of nodes that are
potential area contractors, but it must estabiish their
positions in order to partition the overall span of coverage.
Hence, it begins by announcing contracts for formation of
area maps of the traffic. Because the monitor node knows
the names of potential area contractors, it can avoid a
generai broadcast and can instead use a focused addressing
scheme. The announcement contains the three components
described in Section 2: a task abstraction, an eligibility
specification, and a bid specification. The task abstraction is
simply the task type, and the eligibility specification is blank
(because the monitor node knows which other nodes are
potential contractors and addresses them directly). The bid
specification is of primary interest for this task. it informs a
prospective area contractor to respond with its position.
Remember that the purpose of a bid specification is to
enable a manager to select, from ail of the bidders, the most

"1 in a real soiution to the DSS problem, it is possibie
that not all of these tasks would be large enough to justify
the overhead of contracting; that is, some of them might be
done in a singie node. Note aiso that some of the tasks in the
hierarchy are continuing tasks (e.g., the area task), while
others are one-time tasks (e.g., the locaiization task).



appropriate nodes to execute a contract. Node position is
the information required by the monitor node to make that
selection. Given that information, the monitor node can
partition the overail span of coverage into approximately
equal-sized areas, and select a subset of the bidders to be
area contractors. Having decided upon a partitioning, the
monitor node broadcasts an information message to the other
nodes in the system. This message defines the names and
specifications (in terms of |atitude and longitude ranges) of
the individual areas. Each selected area contractor is then

informed of its area of responsibility in an award message.'?

The area contractors’' purpose is to integrate vehicle
data into area maps. They must first establish the existence
of vehicies on the basis of signal group data. Therefore, each
area contractor solicits other nodes to provide signal group
data. In the absence of any information about which nodes
are suitable, each area contractor announces the task using
a general Dbroadcast. The task abstraction In these
announcements is the type of task. The -eligibility
specification is the area for which the individual area
contractor is responsible; that is, a node is only eligible to
bid on this task if it is in the same area as the announcing
area contractor. This restriction heips to prevent a case in
which a signal group contractor is so far away from its
manager that reliabie communication is difficuit to achieve.
The bid specification is again node position. Potential group
centractors respond with their respective positions, and,
based on this information, the area contractors award signai
group contracts to nodes in their areas of responsibility.

The signal group contractors’ task is to integrate signal
data from sensor nodes into signal groups. Therefore, they
must first find nodes that will provide raw signal data. This is
done with signal task announcements. The eligibility
specification in these announcements indicates that oniy
those nodes located in the same area as the announcer and
having sensing capabilities should bid on this task. The task
abstraction indicates the task type and position of an
individual signal group contractor. This information assists
potential signal contractors in determining the group

contractors to which they should respond.'?

The potential signal contractors listen to the task
announcements from the various group contractors. They
respond to the nearest group contractor with a bid that
supplies their position and a description of their sensors.
The group contractors use this information to select a set of
bidders that covers their immediate vicinity with a suitabie
variety of sensors, and then award signai contracts on this
basis. The awards specify the sensors that each signai
contractor is to use to provide raw data to its managing
group contractor. Figure 3.4 depicts the exchange between
one group contractor (the black node), and several potentiai
signal contractors (the white nodes). Successful bidders are

2 The full announcement-bid-award segquence is
necessary (rather than a directed contract) because the
monitor node needs to know the positions of all of the
potential area contractors in order to partition the overail
span of coverage of the DSS into manageable areas. Note
that this means that the DSS can adjust to a change in the
number or position of potentiai area contractors.

13 The signal task is to detect signais and report them
to a signai group contractor in a particular position. Hence
the position of the group contractor is reasonable as part of
the abstraction for the task.

connected by solid lines to the group contractor and

unsuccessful bidders are connected by dashed lines.

Figure 3.4, Signai Contract Negotiation.

There are some potential probiems of asynchrony in the
receipt of announcements from group contractors. A
potential contractor for signal tasks must determine the
group contractor that is closest to it by listening to several
signal task announcements. The potential signal contractors
use the expiration times of the announcements (i.e., the
times after which no further bids will be accepted) as a
guide to the length of time during which they can listen to
announcements before submitting a bid. In the best case, the
expiration times are long enough to allow announcements
from group contractors to reach ail local potential signal
contractors so that optimum partitioning can be achieved. In
the worst case, however, a potential signal contractor may
submit a bid to a group contractor that is not the closest one
to it (because the task announcement of the closest group
contractor is not received until after a bid has aiready been
submitted to another group contractor). The resuit is a sub-
optimai partitioning.

The signal contract is a good example of the contract
negotiation process, iilustrating how the matching of
contractors to managers is an interactive process. |t
involves a mutual decision based on local processing by both
the group contractors and the potential signal contractors.
The potential signal contractors base their decision on a
distance metric and respond to the closest manager. The
group contractors use the number of sensors and distribution
of sensor types observed in the bids to select a set of signal
contractors that ensures that every area is covered by
avery kind of sensor. Thus each party to the contract
evaluates the proposals made by the other, using a different
evaiuation function, and a task distribution agreement is
compieted via mutuai selection.

Reviewing the status of the DSS, we have a single
monitor node which manages several area contractors. Each
area contractor manages several group contractors, and
each group contractor manages several signal contractors.
The data initially flows from the bottom to the top of this
hierarchy. The signal contractors supply raw signal data;
each group contractor integrates the raw data from several
signal contractors to form a signal group, and these groups
are passed along to the area contractors, which eventually
form area maps by integrating information based on the data
from several group contractors. All the area maps are then
passed to the monitor which forms the final traffic map.

As we have noted, in this example one area contractor
manages several group contractors and each group
contractor in turn manages several signal contractors. It is
possible, however, that a single group contractor shouid



supply information to several area contractors, and a single
signal contractor shouid suppiy information_to several group
contractors. It may be useful, for Instance, to have a
particular group contractor near an area boundary report to
the area contractors on both sides of the boundary. This is
easily accommodated within cur framework.

3.3.2 Comments On The DSS Organization

We have taken a top-down, distributed approach to
initializing the DSS. An aiternative approach might invoive
acquisition of the positions of ail nodes at a very early stage,
followed by area definition, award of area contracts, and so
on. This wouid invoive a more giobal approach to the problem
of initiaiization, using a single node that initialized the nat by
gathering together ail the necessary data. We have not
pursued this approach for several reasons, primarily because
it would teil us little about solving problems in a distributed
manner. An underlying theme of this research is a search for
ways in which to effect distributed probiem soiving--rather
than ways to do traditional problem solving in a distributed
architecture. 5

Moreover, there are two practical difficuities with the
global approach. First, it concentrates a large amount of
message traffic and processing at a single -node (say the
monitor node) Secause such a nocde would be responsible for
accepting position messages from every other node in the
net. Second, it may not be possible for any single node to
communicate directly with all other nodes in a widely
separated collection. This wouid mean that gither indirect
routing of messages would be required for communication, or
that each of the nodes would require powerful transmitters.
This is one of the advantages of the distributed and
dynamically-defined organization we have adopted: only pairs
of nodes that are close together enough to communicate
directly are linked together with contracts.

3.3.3 Operation

We now consider the activities of the system as it
commences operation.

When a signai is detected or when a change occurs in
the features of a known signal, the detecting signal
contractor reports this fact to its manager (a group
contractor) (Figure 3.5). This node, in turn, attempts to
integrate the information into an existing signai group or to
form a new signal group.
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Figure 3.5. Signail Contract Reporting.

A group contractor reports the existence of a new
signai group to its manager (an area contractor) (Figure 3.6).
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Figure 3.6. Group Contract Reparting.

Whenever a new group is detected, the managing area
contractor attempts to find a node to execute a vehicie
contract (Figure 3.7). The task of a vehicle contractor is to
classify, localize, and track the vehicle associated with the
signal group. Since a newly detected signai group may be
attributabie to a known vehicie, the area contractor first
request$ from the existing collection of vehicle contractors a
measure of confidence in the fact that the new group is
attributable to one of the known vehicles. Based on these
responses, the area contractor either starts up a new
vehicle contractor or augments the existing contract of the
appropriate existing vehicie contractor, with the task of
making certain that the new group corresponds to a known
vehicle. This may entail, for example, the gathering of new
data via the adjustment of sensors or contracts to new
sensor nodes.
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Figure 3.7. Vehicie Contract Initiation.

The form of the signal group confirmation request
demonstrates a tradeoff that arises in many distriputed
prcbiem solving applications=-a tradeoff between
communication and local processing. The area contractor has
the option of transmitting to the existing vehicle contractors
either the complete signal group or an abstraction of it (e.g.,
its fundamentai frequency). In either case, the response to
the requaest is a measure of the individual vehicie
contractor's confidence that the group corresponds t0 a
vehicle it knows about. If a vehicle contractor returns a high
confidence measure in its bid, then in the first case
(complete signal group announced) the area contractor has
the information it wants. In the second case, however, the
area contractor must still transmit the compiete signai group
description and await a further report.

The first approach has the disadvantage of using up
more locai processing time in each of the vehicie contractors
than does the second, in that the originai request message is



more complex. The question of interest is, Under what
conditions should a complete signal group description be announced
instead of an abstraction? The answer appears 10 depend on
the quality of the abstraction. If the abstraction is good
enough that the vehicle contractors are able to make
definitive statements on the basis of its use, then the
second approach is likeiy better than the first, in that it
minimizes locai processing time. On the other hand, if the
abstraction does not allow definitive statements to be made,
then its use will resuit in increased message traffic and local
processing time, since the area contractor will not be certain
as to the best course of action as a resuit of uncertain
responses from the vehicie contractors.

The vehicle contractor then makes two task
announcements: vehicie classification and vehicle
localization. The task abstraction of the classification task
announcement is a list of the fundamental frequencies of the
signal groups currently associated with the vehicle. This
information may heip a potential classification contractor
select an appropriate task (a contractor may, for example,
already be familiar with vehicles that have signal groups with
the announced fundamental frequencies). The eligibility
specification is biank. The bid specification indicates that a
bidder should respond with a tentative classification and an
associated confidence This e is used to
seiect a classification contractor--the bidder with the
highest confidence is chosen. The award is the complete
current description of the vehicle.

A classification contractor may be abie to classify
directly, given the signai group information; or, on the other
hand, it may require more data, in which case it can
communicate directly with the appropriate sensor nodes
(Figure 3.8).

area

f=————— et

|

group

vehicle

™

signaie—sclassification localization tracking

Figure 3.8. Classification Contract Communication.

The task abstraction for a localization task
announcement (Figure 3.9) is a list of positions of the nodes
that have detected a vehicle. The eligibility specification and
bid specification are blank. The bid is simply an affirmative
response to the announcement and the contract is awarded
to the first bidder, which does the required triangulation to
obtain the position of the vehicie.
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Figure 3.9. Localization Contract Initiation.

Once the vehicie has been localized, it must be
tracked. This is handled by the vehicle contractor by
entering into follow-up localization contracts from time to
time and using the results to update its vehicle description
(Figure 3.10). As an aiternative, the area contractor could
award separate tracking contracts. The decision as to which
method to use depends on loading and communications. |f,
for example, the area contractor is very busy with
integration of data from many group contractors, then it
seems more appropriate to isolate it from the additional load
of tracking contracts. If, on the other hand, the area
contractor is not overly busy, then we can let it handie
updated vehicle contracts, taking advantage of the fact that
it is in the best position to integrate the resuits and co-
ordinate the efforts of muitiple tracking contractors. In this
example, we assume that the management load would be too
large for the area contractor.
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Figure 3.10. Tracking Contract initiation.

There are a variety of other issues that must be
considered in the design and operation of a real distributed
sensing system. Most of these are quite specific to the DSS
application, and would take us away from our primary concern
with the use of the contract net framework. One issue,
however, presents an interesting example of the relative
utility of the use of contracting compared to the use of
information messages. Consider the case of a vehicie that is
moving from the area of one area contractor to that of
another. How is responsibility for tracking the vehicle to be
transferred?

There are two possibiiities. First, the area contractor
that is currently responsible for the vehicie could send out
an information message to neighboring area contractors. This
message would serve to set up expectations in the
neighboring area contractors that a vehicie was about to



pass into one of their areas. The processing is fully
decentralized in this approach.

Second, the area contractor currently responsible for
the vehicle couid send a report to its manager (the monitor
node) that contains the same information. The monitor node
could then award a new contract to one of the neighboring
area contractors to handle the vehicie when it passes out of
the original area. This is a hierarchical controi approach to
the problem. It entails more (centraiized) processing by the
monitor node.

With the first approach there is no guarantee that
another area contractor will pick up on the information
message and immediately take responsibility for the vehicle,
where the second approach does provide such a guarantee.
The lack of guarantee is not generally serious, but may resuit
in excess processing because the vehicle must be re-
detected in the new area, ciassified, localized, and so on.
The tradeoff is thus one of more processing by the monitor
node against (possibly) more processing by nodes in the new
area. In the simuiation we have used the hierarchical control
approach because of its guarantee of transfer of
responsibility. '

4 Conclusion

The use of the contract net framework in the DSS
enables the implementation of a dynamic configuration,
depending on the actual positions of sensor and processor
nodes and the ease with which communication can be
established. Such a configuration offers a significant
operationai improvement over a static a priori configuration;
specificaily, it ensures that nodes that must cooperate for
the solution of the area surveillance problem are aole to
communicate with each other. This avoids the necessity for
either indirect routing of messages or powerfui transmitters
for ail nodes.

The distributed controi enabled by the framework
enhances both reiliability and equalization of the processing
joad. It is aiso possibie to recover from the failure of nodes,
because there are explicit links between nodes that share
responsibility for execution of tasks (managers and
contractors). The failure of a signal contractor, for example,
can be detected by its manager, and the contract for which
it was responsibie can be re-announced and awarded to
another node.

The framework is aiso advantageous for this probiem
because it enabies addition of new nodes to the net, even
after operation has commenced. This is possible for two
reasons. First, the nodes communicate in a common protocol.
This protocol enables a new node to interpret the task-
independent portions of messages (e.g., that a particuiar
message specifies a task to be executed). Second, the
protocol is augmented by a common internode language. This
enables a new node to identify, for example, the specific
information that it must have to execute a particular task.
The protocol and language aiso enable a new node to request
this information from other nodes in the net.

We have shown the effectiveness of interactive mutual
decisions (by those with tasks to be executed and those in
a position to execute the tasks) in distributing tasks
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throughout the system. This was used, for example, in
setting up signal contracts. The potential signal contractors
used the information in the signal task announcements to
select the closest managers to which to respond. The
managers in turn used the number of sensors and the
distribution of sensors in the returned bids to make a final
selection of signai contractors.

We have aiso noted the ways in which the contract net
protocol heips to reduce message traffic and message
processing overhead--through the use of task abstractions,
eligibility specifications, and bid specifications in task
announcements, through the use of focused addressing, and
through the use of specialized interactions like directed
contracts and requests.

The contract net framewark is in general applicable to
probiems that use a hierarchy of tasks and leveis of data
abstraction. The manager-contractor structure provides a
natural way to effect hierarchical control (in the distributed
case, it's actuaily concurrent hierarchical control), and the
managers at each levei in the hierarchy are an appropriate
place for data integration and abstraction. it should aiso be
noted that the controi hierarchies in the contract net
framework are not simpie vertical nierarchies, but are the
more compiex generalized hierarchies discussed by [Simon,
1969]. The manager-contractor links are not the only means
of communication. Nodes are anie to communicate horizontally
with reiated-contractors or indeed any other nodes in the
net, as we saw in the DSS ex ie, where classification
contractors were able to communicate directly with signai
contractors.

The announcement - bid - award sequence of contract
negotiation enables more information, and more compiex
ipfomatlon to be transferred in both directions (between
cailer and respondent) before KS-invocation occurs. The
computation devoted to the selection process, based on the
information transfer noted above, is more extensive and more
compiex than that used in traditional approaches. and is local
in the sense that selection is associated with and specific to
an individual KS (rather than embodied in, say, a global
evaiuation function). As a resuit, the framework is most
usefui when the specific KS to be invoked at any time is not
known a priori, and when specific expertise Is required.

It also follows that the framework is also primarily
applicable to domains in which the subtasks are large (in the
joose-coupiing sense), and in which it is worthwhile to
expend a potentially non-trivial amount of computation and
communication to invoke the best KSs for each subtask, so
as to prevent backtracking as much as possibie.

Appendix A

DSS Sample Messages

This appendix includes abbreviated sampie messages
for the signal task in the DSS example. For brevity, the
messages shown contain only the information mentioned in
Section 2. Terms written in upper case are inciuded in the
core internode language, whiie terms written in lower case
are specific to the DSS appiication.
about the

|talicized statements are commentary

content and sequence of messages.



<Announcements of the following form are transmitted by the
various Jroup coniractors.>
To: * <"x" indicates a general broadcast>
From: node-sgl

Type: task announcement

Contract: s
Message: .
<Needed - signal data for traffic. My position is p.
If in possession of semsors, and located in area A,
respond with position, and type and number of
semsors.>
Task Abstraction:

TASK TYPE signai
NODE NAME sg1 POSITION p
ification:
MUST HAVE DEVICE TYPE sensor
MUST HAVE NODE NAME SELF POSITION area A
Bid Specification:
NODE NAME SELF POSITION
EVERY DEVICE TYPE sensor TYPE NUMBER

<Nodes with sensors respond (o the nearest group contractor.>

To: node-sgl

From: node-s1

Type: bid

Contract: s

Message:

Node Abstraction:

NODE NAME s1 POSITION q
sensor TYPE S NUMBER 3
sensor TYPE T NUMBER 1

<Several similar awards are transmitted.>

To: node-s1
From: node-sgi
Type: award
Contract: s
Message:
<Report signals. Use sensors S and $2.>
Task Specification:
sensor NAME S1
sensor NAME S2
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FUNCTIONALLY ACCURATE DISTRIBUTED PROBLEM SOLVING SYSTEMS
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1. INTRODUCTICN AND OUR APPROACH

There is a large class of applications that
seem naturally suited to the use of distributed
orocessing hardware for which adequate distributed
problem solving methodologies have not yet been
developed. Many of these applications occur in
situations that have a natural spatial distribu-
tion (e.g., where sensors Ior collecting raw data
are widely distributed and/or mobile) where the
development and execution of a distributed control
strategy based on a non-local view of sensory data
is required. In these applications, a distributed
architecture which locates processing capability
at the sensor site and which requires only limited
communication among processors 1is especially ad-
vantageous and perhaps is the only practical way
to perform the processing. Sensor networks (e.g.,
low flying aircraft, hydrophones, etc.), distribu-
+ed command and control systems, air traffic con-
trol, automotive traffic light control, inventory
control (e.g., car rentals), power nectwork grids,
2nd tasks involving mobile robots are all examples
of this type of application.

The central theme of our research is that the
axact emulation of a centralized approach to these
applications in distributed environments is, in
general, inappropriate due to the high communica-
tion and synchronization costs required to main=-
cain sufficient ané consistent local views of the
overall problem solving data base. However, if
one is led to emulating the centralized approach
only approximately, inter-node communication can
be reduced, but at the risk of inconsistency and
incompleteness of local views and the possibility
of unnecessary, redundant, or incorrect processing.
The key issue is whether an acceptable design ex-
ists which has sufficiently low communication
costs and which still allows the overall system
cerformance to be accurate and efficient enough toO
satisfy the task requirements.

The long range goal of our research is to
develop a general theory Ior " functionally accu-
rate" problem sclving structures in which all in-
~ermediate aspects of the computation are required
to be correct and consistent.

Such a general theory is
the implementation of complex applications in cen-
tralized environments. These applications are of-
ten organized in the Zorm of a_collection of inde-
pendent modules. In such a structure it is often
conceptually difficult o develop and expensive to
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also important to

maintain a complete and consistent centralized
problem solving data base with which the modules
interact. A theory which permits relaxation of
completeness and consistency requirements would
be a significant aid in the development and main-
tenance of these systems.

One example of algorithmic structures which
exhibit functionally accurate behavicr are those
that involve the incremental aggregation of par-
tial results into an overall solution. "Xnowledge-
based" Artificial Intelligence (AI) interpreta-
tion algorithms developed recently for speech, im-
age, and signal interpretation applications (Erman
and Lesser 1975, Barrow and Tenebaum 1976, Rosen-
feld, Hummel, and Zucker 1976, Rubin and Reddy
1977] use this incremental aggregation approach.
Errors and uncertainty in input data and from in-
complete or incorrect knowledge are resolved as an
integral part of the interpretation process by
testing for inconsistency among partial results.
This is in contrast to more conventional tech-
nigues for error recovery in which errors are han-
dled as exceptional conditions, requiring proces-
sing outside the normal problem solving strategy. -

The ability to handle errors within the nor-
mal problem solving process itself creates the
possibility that these systems will also handle
+he additional uncertainty introduced by 2 dis-
sributed decomposition: the restricted and incen-
sistent local view of the overall problem solving
data base at each node. To the degree that sys-
tems can handle these problems, the need for a
complete and consistent local view of the overall
data base and for explicit synchronization to
maintain such a view is reduced.

Preliminary research in the develorment of
functionally accurate cooperative distributed
problem solving technigues (discussed in Section
3) has produced encouraging results which we feel
justify further explorations. As outlined in Sec-
tion 4 on current research directions, we fsel
generic research in the areas of distributed
search and distributed planning will be important
for the development of a general theory of func-
ticnally accurate cooperative distributed systems.

2. STATE OF THE ART AND OUR APPROACH

Most distributed rrocessing systems work on



local data bases which contain exact copies of
appropriate portions of the overall problem solv-
ing data base. We call this type of distributed
processing decomposition nearly autonomous, be-
cause each processor usually has the information
it requires to complete processing; a processor
rarely needs the assistance of another processor
in carrying out its problem solving function.

In nearly autcnomous systems, the problem
solving data base is distributed in such a way
that the centralized problem solving algorithms
are not significantly perturbed. Therefore, the
pasic algorithms and control structures which are
appropriate in a centralized environment do not
need to be modified (decomposed) for the distribu-
ted environment, but rather can be replicated or
partitioned based on the distribution of the prob-
lem solving data base.

Where more complex control structures have
been introduced in these distributed systems,
rheir use has been directed at maintaining data
nase consistency (synchronization, deadlock detec-
~ion and avoidance) and error recovery. This re-
sults in a two-level structure in which the more
complex distributed control structures are super-
imposed on the basic computational algorithms
needed to perform the application processing [Es-
wanan et al 1976, Thomas 1976, Lampson and Sturgis
1977, Peebles 1977].

in alternative and new approach to structur-
ing distributed problem solving systems is the
development of functionally accurate cooperative
distributed systems. In cooperative distributed
systems, additional complexity over the nearly-
autonomous structure is required because the algo-
rithms and control structures are decomposed to
operate on local data bases which are incomplete
and possibly errorful. 1In order to resolve the
uncertainties in these incomplete local data bases,
processors must exchange partial results with each
other. Since new information may also be based on
processing which used incomplete or incorrect data,
an iterative, coroutine type of processor interac-
sion is required. If a processing element does
not receive an appropriate partial result in a
given amount of time, it must be able to continue
processing, utilizing whatever data are available
at that time. -

A side effect of this type of interaction is
+hat local problem solving tasks in the coopera-
tive decomposition are not disjoint as in the
nearly-autonomous structure. Rather, the tasks
overlap in the data they need and produce, forming
a "cooperative network of tasks" which collective-
ly define the processing needed to solve the over-
all task. This perspective shifts the view from
that of a system distributed over a network to

hat of a functionally accurate network of cooper-
ating systems, each of which can perform signifi-
cant local processing on incomplete and inconsis-
tent information. From this viewpoint, the kevy
issue becomes how to introduce new communication
saths to handle the intar-node interactions need-

od for sharing the information required to correct
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for incomplete and inconsistent local views.

This perspective is essentially identical to
the theory of "nearly decomposable systems"” de-
vised by Simon (1962, 1969] to describe complex
organizational structures. The term "nearly de-
composable” emphasizes the fact that systems can
be decomposed naturally into clusters which have
a high degree of intra-cluster interaction and a
lower degree of inter-cluster interaction.

Another effect of non-localized processing in
cooperative systems is that reliability and flexi-
bility issues cannot be addressed solely at the
hardware and communication level (syntactically)
[1], but must also be dealt with as an integral
part of the basic problem solving process (seman-
tically). In a nearly-autonomous system, it is
easier to detect, isclate, and recover Irom an
error since propagation of the error can be more
easily determined (due to the simpler interaction
structure) and appropriate recomputation performed.
This is in contrast with cooperative systems where
incorrect partial results might be propagated ax-
tensively through the system before detection if
not corrected as part of the normal problem solv-
ing process.

No software technology for building coopera-
tive distributed problem solving systems wnich ex-
hibit functionally accurate behavior has yet been
develcped. Current methodologies for distributed
applications, such as distributed data bases, are
not directly applicable to cooperative applica-
tions due to the relatively complex interaction
required for cooperative tasks. These methodolo-
gies also fail to deal with some issues crucial
to cooperative distributed computation, such as
working with incomplete and inconsistent data.

3. PAST AND PRESENT WORK

Under previous support from ARPA [2] and
current support from NSF, a number of functionally
accurate computational techniques (e.g., relaxa-
tion and distributed hypothesize-and-test ala
Hearsay II) developed in the framework of Xnow-

[1] Work has alsoc been performed on developing
communication protocols that are robust in the
face of communication and site failures. [Cexf
and Xahn 1974, Kimbleton and Schneider 1975, Ta-
jibnapis 1976] and on embedding message passing
protocols into existing programming languages and
operating systems [Farber =t al 1973, Feldman
1977, Fosdick, Schantz, and Thomas 1977, Jefferson
1977]. When viewed from the perspective of the
routing task alone, some algorithms used to deter-
mine message paths in a communication network have
a cooperative problem solving character to them
[Gerla 1973, Tajibnapis 1977].

[2] This was joint work with Lee Erman at

Carnegie-Mellon University.



ledge-based AI systems are being suitably modified
for use in distributed problem solving environ-
ments. In order to test whether these modified
techniques have relevance to distributed problem
solving, a number of distributed applications
using these techniques are being developed.

3.1 DISTRIBUTED AUTOMOTIVE TRAFFIC LIGHT CONTROL

One study has concentrated on investigating
the suitability of relaxation as the basis of a
cooperative distributed approach to automotive
traffic light control. Parallel relaxation has
been explored in previcus work in image processing,
but to our knowledge it has not been explored in
distributed domains which have ill-behaved com=-
patability relationships between nodes and non=-
localized interactions among nodes in the network.

A test program was written which simulates a
distributed relaxation version of traffic:control
in which the knowledge applied at each node is
similar to that used in a standard centralized
sraffic control system called SIGOP-II [Leiberman
and Woo 1976]. The simulations have produced en-
couraging results for a number of test cases.
However, in a number of cases the parallel scheme
does not perform as well as the centralized ver-
sion, resulting in slow convergence, convergence
to near optimal solutions, or oscillation.

These problems are directly attributable to
changes in the centralized version, a global node
ordering for the relaxaticn is precomputed using
a maximal spanning tree based on the traffic vol-
ume at each node. This ordering is very important
in reducing the effects of ill-behaved compatabil-
ity relationships between ncdes and non-localized
interactions among nodes. Current research is
aimed at intrcducing, in a distributed way, non-
local coordination between nodes to eliminate
these problems. We are examining such technigues
as multi-level relaxation and distributed versiocns
of the maximal spanning tree heuristics.

A more detailed discussion of this research
is contained in a forthcoming report by Brooks
and Lesser [1978].

3.2 AN EX¥CERIMENT IN DISTRIBUTED INTERPRETATION

A second study concentrated on applying the
dearsay-II architecture to the distributed inter-
pretation problem, where sach processor is mobile,
nas a set of (possibly non-uniform) sensing de-
vices, and interacts with nearby processors through
a packet-radio communication network. It is de-
sired that processors communicate among themselves
to generate a consistent interpretation of "what
is happening” in the envirconment being sensed.

Qur approach to decomposing Hearsay-II in
packet-radio network environment is based on
the following premise: the onlvy cost-effective
way to decompose Hearsay-II is to modify the
oroblem solving strategy to work with processors
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operating on partial and possibly inconsistent
views of the current interpretations and system
state.

There are two major ideas necessary to imple-
ment the distributed version of the Hearsay-II
architecture. The first comes from the relaxation
paradigm, where the current state (results) of a
processor node is accessed only by nodes that are
neighboring in the node network. If the current
state of the node is "important" or "relevant"”,
the state will be transmitted gradually to other
areas of the node network, resulting in what can
be thought of as a spreading excitation of impor-
tant information. This same approach may be used
to decentralize the Hearsay-II blackboard. ¥Not
all processor nodes have to immediately receive
all information that is pertinent to then; if the
information is really important, it will sventu-
ally be spread through the network to all nodes.

The second major idea comes form viewing a
processor node as a generator function which can
be successively re-invoked as needed to generate
additional (and possibly less credible) hypothe-
ses for a particular portion of the interpretation
Generator function re-invocation is achieved
through the use of threshold values (part of the
focus of control data base) which are modified by
the same spreading excitation scheme used to
transmit important information.

Using these two ideas, we have developed a
system which permits effective inter-node cooper-
ation without the high communication bandwidth
required to support a completely centralized data
base and controller. This lower bandwidth re-
quirement is accomplished by transmitting only a
limited subset of the results generated at each
node to only a small number of other processing
nodes.

A set of experiments to determine how the
istributed decomposition of Hearsay-II aifects
ts oroblem solving behavior is now being analvzed
Aspects of behavior studied include the accuracy
of the interpretation, the time required for inter-
pretation, the amount of inter-node communicaticn
required, and the robustness of the system in the
face of communicaticn hardware malfunction (i.e.,
communication without positive acknowledgment).
These experiments were only in part simulactions,
since they used an actual interpretation svstem
analyzing real data: the Hearsay-II speech under-
standing system [Erman and Lesser 1978].

Tentative results of these experiments in-
dicate that a simplified versicn of the distribu-
ted Hearsay-II architecture as applied to speech
data (i.e., different nodes, each with a complete
set of knowledge sources, processing overlapping
segments of the acoustic data) performs as well
as the centralized system. The distributed svys-
tem produces these results using a low degree oI
interprocessor communication {fewer than 30% of
the locally generatad hypotheses need to be trans-
mitted). In addition, the distributed system con-



tinues to function, although in a somewhat degrad-
od manner (i.e., lower recognition accuracy), with
a noisy interprocessor communication channel (a
randomly selected 25% of transmitted messages
lost). v

A forthcoming paper by Lesser and Erman {1978]
further details this research.

4. CURRENT RESEARCH DIRECTIONS

Our exploratory research in the development
of functionally accurate cooperative distributed
oroblem solving techniques has produced promising
results. This work has highlighted many key de-
sign issues that must be dealt with in the devel-
opment of a general theory for functicnally accu-
rate cooperative distributed systems. We believe
that sufficient intuition has been obtained in the
initial stages of this research to direct the in-
vestigation to a set of more generic research top-
ics in knowledge-based AI problem solving and in
organizational theory. The results of this re-
search will be important in shaping a general
theory.

Further investigation of specific applica-
tions remains appropriate to the continuing devel-
opment of intuitions regarding the key design is-
sues. However, the selection of these should be
done in a more directed way, relating directly to
generic research topics. The emphasis of our
current research is on an investigation of the
following two generic topics. ’

4.1 DISTRIBUTED SEARCH

Experiences with the two distributed inter-
pretation applications discussed in Section 3 has
led us to the conjecture that all functionally
accurate cooperative distributed structures have
at their heart distributed search. Distributed
search involves the integration of partial results
emanating from multiple, semi-independent (discon-
nected) loci of search control. An adequate model
for describing and analyzing distributed search
techniques has not been developed. This lack of
a developed model of distributed search exists even
in centralized environments such as the Hearsay-II
speech understanding system.

We are developing a model for distributed
search that provides a common framework for addres-
sing the following questions:

*What is the nature of the search space in a
given application? )

*How is the search space represented in the
system (levels of abstractiocnm, data structure,
etc.)?

*what is the nature of a partial result in
this representation?

*How are partial results extended and merged

together?

*What is the nature of information that must
be communicated between semi-independent loci of
search control?

*How are certain types of error resolved as
part of the search process? i

*How are the semi-independent loci of search
control coordinated?

*How is the search space searched [3]?

We are developing this model by generalizing
four distributed search technigues: relaxation,
the locus model, cooperating experts, and hypoth-
esize-and-test (ala Hearsay-II). We hope this
model will have a taxonomic character that will
provide a framework in which new, alternative
search techniques become apparent. The model
should also lead to the development of a small set
of control primitives and data structures which
are appropriate for all types of distributed
search techniques and applicatioms. -

4.2 DISTRIBUTED PLANNING

Experiences with the two distributed inter-
pretation applications has also lead us to under-
stand that distributed focus of attention is a
crucial aspect of all functionally accurate coop-
erative distributed systems. Distributed focus of
attention involves the dynamic allocation of pro-
cessing power, memory, data, and communication
capability. We feel distributed focus of atten-
tion is part of the larger issue of distributed
planning (focus of attention is planning which is
directed at one's own immediate internal proces-
sing).

To approach distributed planning and distrib-
uted focus of attention in the same way as we ap-
proach distributed search (i.e., the development
of a generic model) seems premature. There is
much less experience with distributed focus of
attention and distributed planning, and sufficient
intuitions have not vet been developed. Theresfore,
a more directed, experimental approach in this
area seems appropriate.

We are engaged in two investigations to help
develop these needed intuitions. The first inves-
tigation involves determining the implications of
reorganizing, for a distributed envircnment, two
existing focus of attention technigues: shortfall
density scoring [Woods 1977] and the Hayes-Roth
and Lesser focus of attention mechanism [Hayes-
Roth and Lesser 1977]. The shortfall density

{3] Current characterizations of search using such
terms as breadth-first and depth-first are inade-
quate even in centralized environments.



scoring technique is an admissible focus of atten-
tion strategy and the Hayes-Roth and Lesser mech-
anism is a heuristic strategy based on a number of
general focus of attention principles.

The second investigation apprcaches the more
general issue of distributed planning. The analo-
gy between most current planning techniques and
distributed planning is similar to that between
heuristic search and distributed search (i.e., in
most planning systems there is only one locus of
control).

We are taking existing AI planning techniques
and generalizing them to more than one locus of
control in which the planning proceeds in a func-
tionally accurate cooperative manner. We are also
taking models of group planning developed in Organ-
izational Theory and placing them in a computation-
al framework.

5. CCONCLUSION

We feel methodologies can be developed for
functionally accurate cooperative distributed sys-
tems in which the distributed algorithms and con-
+rol structures function with both inconsistent
and incomplete data. These methodologies are ne-
cessary in order to extend the range of applica-
tions that can be effectively implemented in dis-
tributed environments. Our current generic. re-
search studies in the areas of distributed search
and distributed planning as outlined in the paper
will aid in the development of a general theorv for
functionally accurate cooperative distributed sys-
tems.
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Distributed Intelligence for Situation Assessment

F. Hayes-Roth.and R. Wesson
The Rand Corporation

ABSTRACT
The principal features of distri-
buted intelligent (DI) systems include a
diversity of perspectives arising from separated

individuals and a problem-solving method whereby
the individuals can coordinate their activities
To accomplish a collective objective.
These features require numerous capabilities
and supporting structures. A system that embo-
dies such capabilities, however; seems especial-
ly well suited to situation assessment (sA)
tasks. These tasks require the collection,
analysis, and interpretation of widely
disparate data. Moreover, comparably complex and
distributed systems are often required to
disseminate the results of these analyses
effectively. In this paper, we explore the rela-
tionships among structural capabilities of DI
systems and functional requirements of effec-
tive SA systems. We discuss some of the op-
tiomns and trade-offs of various architectural
decisions in the context of two contrasting
DI designs.

1. INTRODUCTION

Intelligent behavior depends primarily om two
capabilities: first perceiving and" interpreting
the environmental situation, and then performing
actions that seem likely to help attain goals
while preventing potential undesirable outcomes.
We refer to the first type of task as situation
assessment (SA). The second general class of ac-
tivities we refer to as planning and control (BC).
Because most human activity aims to achieve goals
and avoid risks, SA and PC tasks are ever present.

Although the bulk of previous research om in-
telligent systems has focused primarily on how an
individual person or machine might accomplish SA
and PC casks intelligently, we believe that the
most significant and important problems of human
culture are approached collectively. We refer to
systems that coordinate the activities of separate
intelligent individuals as distributed
intelligence (DI) systems. DI systems behave 1in-
telligently by coordinating decisioms of separated
individuals who can communicate limited amounts of
information to one another.

SA tasks generally require the collection of
information from disparate seasor systems that may
vary in their locus, specific sensitivities, or
performance characteristics. Because the purpose
served by SA is to enable an organism or organiza-
tion to plan appropriate behaviors, the important
outputs of an SA system often span a range of com-
cerns. In support of a military campaign, Ior ex-
ample, different commanders will require analvses
that vary according to their own battle management

-~

responsibilities. Both the data for and results
of such SA tasks are highly distributed geographi-
cally. This leads us to believe that DI systems
provide a natural architecture for SA. This paper
first examines the principal features of SA and DI
to strengthen this intuition. We then define a
large space of alternative DI-SA system architec-
tures, and consider two specific, extreme exam-
ples. The contrast between these two suggests
numerous research questions which are briefly not-
ed.

2. THE CONCEPT OF DISTRIBUTED INTELLIGENCE

In our pursuit of conceptualizations of DI
and their relatiomship to SA, we have found it
useful to schematize the <core concepts in
representations akin to those used in knowledge~-
based systems (cf. Lemat, 1975, 1977; Martin et
al., —"1977; vcs-Roth et al., 1978). Figure 1

displays in outline form the concept of distribut-
ed intelligence and some of its principal facets.
It succinctly describes our current view of DI.

In the remainder of this section we elaborate on
some of the more interesting and less obvious
characteristics.
2.1 Individuals

In our view, DI's most interesting property
arises from the multiple viewpoints or perspec-
tives of its diverse individuals. Withian a ‘"per-
spective,” we intend to include aay measurement
system, frame of reference, or internal represen-

tation scheme that distinguishes one individual
from another. Thus, owing to their potentially
varying features or loci, differeat individuals

may assess the same observable differently. Sub~
sequent inferences by these individuals may furth-
er diverge.

These differing perspectives, while powertful,
may be difficult to reconcile. In areas of over-
lapping respomsibilities, conflicts may occur as
the individuals involved each attempt to interpret
the same data in different ways. Resolving these
conflicts can prove to be difficut and expensive.
Complicating matters further, the limited communi-
cation channels usually available greatly reduce
the effective sharing of these diverse perspec-
tives. All this combines to generate the ill-
founded, "accomodating’ solutioms which character-
ize much of today's organizational behavior.

2.2 Organization

We identify the foremost features of
zations as their structure and government. Both
of these directly affect how well the system <can
achieve its purposes. Structure provides a static
characterization of the system’s behavior, govern-

organi-



CONCEPT NAME

DEFINITION

EXAMPLES
COMMERCIAL
COMMUNICATIVE
ANATOMICAL
SURVEILLANCE
PHYSICAL

INDIVIDUALS
FEATURES
NICHE
LOCUS
PERSPECTIVE
FUNCTIONS

Distributed Intelligence (DI)

A DI system consists of a set of individuals who
cooperate in solving a problem and who necessarily
have different perspectives (owing to different data,
limited communicatioms, etc.)

committees, businesses, trucking, economies

telephones, stock market, banking systems

embryo, body, nervous system, visual pathway

infectious disease control, DIA, CIA, NSA, fusion centers
spider web, football teams, armies

sensors, knowledge, memory, processing, transmission
environmental resources, demands, opportunities

space, time, culture

How does what individuals sense/know/transmit differ?
notice, interpret, seek information

negotiate, confirm, repudiate, and elaborate decisions
store, forget, transmit

THINK-TALK RATIO computation rate/communication rate

ORGANIZATION
STRUCTURE

GOVERNMENT

CONNECTEDNESS

Whose resources/perspective does.an individual share?

communication network; shared communication contexts
How are authority/responsibility allocated?

policies and adjudication

power and enforcement

average number of individuals each individual talks to

COMMUNICATION-EFFICIENCY

proportion of communication requests serviceable without
delaying any individual

COOPERATION-EFFICIENCY

communication-efficiency / think-talk ratio

INTELLIGENT BEHAVIOR

PERCEPTION
ATTENTION
DEDUCTION
INTERPRETATION
INDUCTION
PREDICTION
GOAL SETTING
SEEKING
ANSWERING
LANGUAGE

KNOWLEDGE
MEMORY

recognizing instances of generic categories
focusing on perishable,important issues
logical reasoning

modeling purposes and intentions
plausible reasoning, modifying kmowledge
generating expectations

formulating subproblems and objectives
searching for needed information
replying to others' questions
cooperative communication conventioms
abstractions and symbols

world models, multiple abstractions
storing, retrieving information

EMERGENT PROPERTIES

DEFINITION
EXAMPLES

INFLUENCES

CONSEQUENCES

unpredicted macroscopic system behavior
evolution through natural selection
centralization of authority in crises
system complexity

environmental forces

organizational adaptability

potentially very significant

Figure 1. A conceptual description of DI.



ment its dymamic aspects.

Our view of organizatiomal structure differs
from conventional omes in its emphasis on informa=-
tion processing as the organizing principle. This
special focus ignores other sources of organizing
influence, such as institutional forces or the re-
quirements of production, distribution, sales,
etc. Wwithin this pure information processing
framework, many interesting issues arise.

One structure gives immediate or proximate
access to all parties interested in comparable
data (by associating multiple individuals with a
common memory, for example). More generally, a
system can facilitate communication by arranging
for  differeat individuals to share perspectives.
This in turn creates opportunities for related in-
dividuals to encode their messages efficiently in
ways that each other can decode, e.g., through the
use of jargon.

we define the government of a DI system as
the set of processes which controls the interac-
tion among individuals. To define a goverment one
decides which individuals are respomsible for what
actions and which have authority to modify or com=
crol the behavior of others. Implementing a go-
verment is then accomplished by giving power to
those with authority and compelling them to en~
force the governmental policies.

Unfortunately, numerous simple policy objec-
tives (such as "fair" electioms) are not achiev-
able by DI systems even in theory (cf. Arrow,
1951). ~ Empirically, moreover, it seems that very
few DI systems even correctly implement their ex-
plicit policies. Even if there were no theoreti-
cal obstacles, the problems of contrelling compet-
ing and cooperating individuals in their pursuit
of multiple, sometimes incompatible objectives
exceeds the capabilities of most DI systems. As a
manifestation of this limitation, many adaptive
systems exhibit great flexibility in the execution
of governmental functions. Vague policies, his-
torical precedents and opportunistic decisionmak-
ing often achieve governmental robustness and
flexibilitvy where explicit policy implementations
could not.

2.3 Intelligent Behavior

Presumably DI systems exhibit intelligent
behavior. what exactly do we mean by intelli-
gence? Without attempting to formalize a defini-
tion, we can usefully ideatify a number of capa-
bilities that intelligent systems poOSsess. Most
of these occur in all DI systems, and we antici-
pate that they would be equally useful in new ap-
plications of DI to SA tasks. The aspects of in-
telligent behavior listed in Figure 1 provide a
good overview of these capabilities. We will con-

sider a few of these in more detail inm this sec-
tion.

The first class of capabilities, including
perception, atteantion, deduction and interpreta-

tion, might best be called model-based reasoning.
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This type of reasoning compares semsory data with
internal models or expectatioms to test hypotheses
about the source and meaning of the observables.
To achieve efficiency, most intelligent systems
focus their attention on important events or data
by allocating scarce processing resources in ac-
cordance with the expected significance of the
processing outcome. One basic process is used
both to perceive objects and interpret events.
Matching processes identify the most likely cause
of observed data from among a poteatially large

set of stored pattern templates or generative
models. This stored set of patterns comprises
the bulk of the system's declarative knowledge.

The matching processes themselves exploit primari-
ly simple deductive schemes, though inductive rea-
soning is often necessary Lo assess the credibili-
ty of alternative hypotheses.

The second general category of capabilities
might best be considered planning. This category
would include induction, predictiom, goal setting,
and information seeking skills. Basically, these
skills support goal-directed reasoning. Inductive
methods enable the system to infer likely outcomes
of current or planned events. These predictions
can be used to evaluate prospective alternmatives-

or, in a reverse way, Uto search for feasible
methods of achieving desired goals. Often, of
course, no immediate plan can be found to achieve

some goal, because additional knowledge or infor-
mation is required. In this case, the intelligent
system sets appropriate information-seeking goals
and plans methods to satisfy these subordinate
goals.

The third class of intelligent capacities we
identify as knowledge management. These concern
the storage, retrieval, and communication of
knowledge. The diversity of perspectives in DI
systems create special problems for knowledge
management. Frequently, a system "knows' some=
thing but is unable to use that knowledge because
the relevant individual can't find it. In
response to such problems, many DI systems develcp
schemes for partitioning knowledge 1in arbitrary
ways. An interested individual might ask someone
who, in turn, knows who to ask to find the
knowledge. These retrieval schemes often
correspond to hierarchical (associative) indexes.
Alternatively, many systems develop knowledge
management specialists to store and index
knowledge centrally, complete with their own
languages and communication protocols.

2-4. Emergent Properties
DI svstems provide an unparalleled opportuni-
ty for the study of emergent properties. This

term refers to macroscopic behavioral characteris-
tics of a svstem that appears as a surprising
consequence of individual features. The complexi-
ty of DI systems fosters the development of such
smergent properties. Just as most governmental
planners learn that nearly all policies have unin-
tended but significant consequences, so will most
DI systems manifest interesting and potentially
important macroscopic properties.



Emergent properties can affect DI systems 1in
many ways. They can directly affect the system's
capability to perform well in its environmental
niche. Some emergent properties (e.g., competi-
tion for limited resources) lead to adaptive
consequences, while others (e.g., information
gluts) lead to undesirable ones. They can also
affect the organization indirectly. DI systems
often react to their own emergent properties by
actively trying to assess, exploit, and control
them. Such practices might be considered open-
loop feedback control. However, this type of con-
trol is. quite difficult to achieve. By their very
nature, emergent properties are surprising and may
not be easily detected or correctly interpreted.
Attempts to perturb them may well have their own
unexpected results, with total confusion the out-
come. Nevertheless, it seems clear that purposive
DI systems need to address this type of assessment
and control problem. Otherwise, there may be lit-
tle assurance that the system will continue to
achieve its objectives as the eavirommental condi-
tions vary.

3. THE CONCEPT OF SITUATION ASSESSMENT

The concept of situation dssessment and its
principal facets are schematized in outline form
in Figure 2. In the following subsections, we
briefly consider some of the important features of
the SA task.

3.1 Hypotheses and Tasks
In most complex environments, the primary
output of SA conmsists of a set of hypotheses con-

cerning the identity, locationm, capabilities, and
intentions of the monitored elements. These will
usually be multiple hypotheses corresponding to
any set of seasor reports, since observations are
generally incomplete and/or errorful. The general
strategy for resolving uncertain hypotheses is to
find additional information to confirm the valid
hvpotheses and disconfirm the erromeous alterna-
tives. Frequently, this information is not im-
mediately accessible. Somehow the system should
acquire the needed data in a timely fashion and
then route it automatically to the relevant
analyst who knows why it was gathered and how to
utilize it efficiently for its intended purpose.

3.2 Cooperating Sources of Knowledge

SA i&pically requires applying diverse
sources of knowledge to the interpretation prob-
lem. This diversity can reflect separation of

sensor observations in time or space or, more gen<
erally, different types of interpretative exper-
tise. Among these types of expertise we frequent-
ly require knowledge about how sensors respond
differentially to potential events, how the en-
vironment affects both the sensors and the moni-
tored elements, and how the monitored elements are
expected to behave. The knowledge, in each case,
can be considered a model of behavior. Thus, SA
incorporates sensor models, environmental models,
and force models.

For military applications, force models are
particularly important. The foremost objective in
this type of application is to understand what the
opposing forces intend to do and are capable of
doing. To achieve this type of understanding, we
need to comstruct an interpretation of their force
disposition and activities. Our interpretations
necessarily combine our diverse sources of
knowledge with current sensor reports to attribute
intentionality, capability, and specific locations
to the various elements of their forces. To the
extent that our interpretive methods and support-
ing data are conclusive, our interpretations are
valid. Conversely, if our methods and data are
inconclusive, our hypothetical interpretatiomns are
necessarily uncertain.

3.3 Inference Processes

We have already suggested that the basic
method of SA is hypothesize and test. This label
identifies a particular paradigm of problem-
solving. To apply it to SA tasks requires that
the diverse types of knowledge can contribute

directly to the problem of mapping between observ-
able data and various intermediate levels of in-
terpretations. Thus, we use data from an earlier
SA as well as curreat sensor reports Cto suggest
plausible hypotheses about how the current situa-
tion should be viewed. These new hypotheses, 1in

turn, require confirmation. Supporting evidence
is used to strengthen the credibility of hy-
potheses, and contradictory data is used to elim-

inate alternative hypotheses from consideration.

Two principal problems occur in SA: too much
raw data and too little high-level interpretation.
These problems are connected intimately. If we
had fewer sensor reports to evaluate, we could at
least subject them to extensive analyses. On the

other hand, the usual reason we collect so much
information is to provide additional means of el-
iminating uncertainty from our resulting hy-
potheses. Thus, the core problem is to determine
which hypotheses are most critical and which data
directly contribute to their development 2nd
evaluation.

Several factors are involved in deciding how
to allocate limited analysis resources in complex
SA tasks. First, many data need not be attended
to at all; these are data that are completely
consistent with reliable predictions about what
the sensors will see and report. Second, in most
cases, our own intentions significantly affect
what data we need to collect and interpret. Just
as a runner generally needs only to look directly
ahead for obstacles and dangers, so do most intel-
ligent organizations have specific missioms to ac-
complish that can focus their SA effectively. Fi-
nally, many SA problems can be decomposed into
separable tasks. In many cases, the separable
tasks concern different spatial or functional
areas of assessment, and these naturally suggest
parallel computations by separate componeats. Al-
ternatively, even when parallelism is not ap-
propriate, SA subtasks often exhibit especially
efficient natural orderings. For exampie, over-



CONCEPT NAME Situation Assessment (SA)

DEFINITION SA tasks involve interpreting and predicting
the behavior of a set of elements that can
affect selected aspects of the environment.

EXAMPLES
BATTLEFIELD =~ status of forces, rules of engagement, tactics, objectives
DISEASE CONTROL type, locus, virulence, resistance, populations of pathogens
INVENTORY current and projected stock needs

ECONOMIC FORECASTING
prices, wages, inflation, money supply, iaventory

AIR DEFENSE status of own and other air forces,
OUTPUTS

HYPOTHESES what, when, where, why, how, how much?

TASKS what additional information is needed, where

can it be obtained, and who should get it?

SENSORS

CAPABILITIES where, what, when, accuracy, noise

MODELS generative models of their behavior

REQUIREMENTS power, communications, computatiom, terrain

XNOWLEDGE SOURCES
SENSOR REPORTS
ENVIRONMENT geography, terrain, weather
FORCE MODELS Force elements: tanks, RPVs, etc.
Force structure
Force applications: what can they do, how?
Force status: where are they?
Force intentions:
what purposes are they seeking?
how would they achieve that?
Vulnerabilities:
how are we vulnerable?
what activities of theirs should deserve our attention?
PRIOR SA expect the future to be much like the past

INFERENCE PROCESSES
METHOD hypothesize and test
KNOWLEDGE REPRESENTATION
multilevel models mapping intentions into observables
EXPECTATIONS use prior SA and knowledge sources to predct sveats

CONFLATION combine sensor reports with knowledge-based
predictions to validate critical hypotheses
DATA GLUT too much low-level data--which to store, which to discard
perishability and criticality
REDUCTION remove expectable data from comsideration
CRITICALITY focus attention on surprising, important data
PARALLELISM geographically disparate events are nearly
independent and can be pursued in parallel
SERIALITY gross assessments should precede detailed ones
SECURITY

VULNERABILITY what can be revealed, what can't?
COMMUNICATIONS who threatens your communications and how?

RISK CONTROL
SURPRISE recognizing when expectations are violated
generating new models of behavior
RESOURCE ALLOCATION
some resources to interpretation; some for surprises

Figure 2. A conceptual description of SA.
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all gross assessments can sometimes obviate
numerous alternative fine-grained comsiderations.

3.4 Security and Risk Control

An organization established to accomplish SA
often faces two different types of threats. Their
ability to monitor the forces of interest may be
curtailed or subverted. Furthermore, they may be
made foolish by surprise. Both of these threats

- significantly affect the design of SA systems.

The threat to security comes primarily from
the fact that an intelligent opposition can thwart
one's ability to collect or communicate important
information. Threats like this cause SA systems
to perform their functions under the protection of
both physical and communications security (through
encryption, etc.). Once the opposition knows what
can be observed and how it is processed, it can
often hide its force elements, modify or disguise
its emissions, or capture or occlude sensors.

Surprise often plays a significant role in
military campaigns. Because SA is inherently an
interpretive process, it exploits prior knowledge
to generate expectations and comprehend the ob-
served data. In this way, knowledge simultaneous-
ly provides the basis for understanding and the
basis for surprise. An opposing force that
behaves in an unforeseen or incomprehensible way
can befuddle the SA organization. OQur view of
surprise is complementary to that of
interpretation--that surprising events can be mon-
itored by their contrast with expected phenomena.
This mechanism at least provides a clue to the
data that deserve (or demand) further attention.
If surprising data are left unattended, the SA
system cannot control the associated risks. To.
accomplish its interpretation task as well as its
risk control mission, it appears that the SA or-
ganization must divide its resources between in-
terpretable and uninterpretable phenomena.

4. DI ARCHITECTURES FOR SA

Our current research project is aimed at the
goal of developing and refining architectural
principles for DI-SA systems. In this work, the
concept of SA just discussed is being elaborated
to compare and contrast it with that of DI. We
have defined a testbed SA problem suitable for ex-
perimentally investigating various DI architec-
tures. Below, we describe this problem and two
extreme structures.

4.1 The Benchmark Problem

In a full-scale battlefield SA problem, we
might be concerned with monitoring locatioms and
movements of air forces, infantry, artillery, and
armored divisions, as well as predicting their
likely objectives, routes, and performance capa-
bilities. Because this problem is exceedingly
complex, we prefer to address a drastically sim-
plified class of problems initially.
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The principal features of the rich SA problem
should be preserved in the benchmark problem, but
their complexity should be parameterized and at-
tenuated. Among these features we include: (1)
multiple elements to be interpreted at multiple
levels of abstraction; (2) the elements should be
distributed spatially and should move through
space; (3) multiple sources of knowledge should be
able to provide constraint; and (4) individual
sensors should be inadequate in scope or informa-
tiveness to solve significant portions of the SA

problem, and (5) the value of their data should
depend on timeliness. Furthermore, the benchmark
problem should not require classified information

or military expertise. We intend to employ hy-
brid, man-machine simulations of DI-SA systems, so
the problem should be one that can be readily un-
derstood and solved by ordinary people with little
formal training.

Currently, we are considering the following
SA benchmark task, and it will be used to contrast
the two altermative architectures. The task is
called the message puzzle. It is outlined in Fig-
ure 3,and illustrated in Figure 4. .

Several features of this task are worth not-
ing. First, it readily manifests the four princi-
pal characteristics we desired in our benchmark:
(1) the elements need to be interpreted at the
letter, word, and message levels of abstraccion;
(2) the letters are spatially distributed and move
through space in formations; (3) knowledge about
the board, the clues (if any), and the language
(lexicon, syntax, semantics) should provide multi-
ple sources of constraint; and (4) no individual
sensor will provide a significant amount of the
needed information at any one time, and (5) the
data themselves will be of perishable value. In
addition to its satisfying these foremost objec-
tives, the proposed benchmark problem also exhi-
bits several other desirable properties. (6) The
granularity of the sensors and their level of
abstractions can be readily changed. If we
wished, we could use more sensors and have them
report only graphemic parts of letters thus neces-
sitating cooperative analvsis and interpretation
of each letter. (7) The complexity of the overall
SA task can be modulated at will. The parameters
that we may vary include: the scope and accuracy
of the sensors; the size and difficulty of the
puzzle; the observability, identifiability, speed
and coherence of the (word) formations; and the
expectability or surprise value of the actual mes-
sages. (8) The SA orgamization can be evaluated
for its ability to recognize different pieces at
different locations or at different levels of
abstraction. (9) Each additiomal correct in-
terpretation simplifies further decision making;
each additional incorrect hypothesis complicates
subsequent interpretation decisions.

With this benchmark problem in mind, we now
consider two hypothetical DI-SA architectures.

4.2

4.2 The Dynamic Hierarchical Cone

The first architecture is a variant of so-



CONCEPT NAME Message Puzzle

DEFINITION A situation assessment task where the elements to be interpreted
include letters and words moving toward meaningful (spatial and
semantic) objectives. The world comsists of a crossword puzzle
board. The words to fill the open slots move independently across
the board until they reach their target slots, at which point they
stop. The SA task is to guess as many of the fillers as possible
before they arrive at their slots.

OUTPUTS
HYPOTHESES what messages are the letters forming?
TASKS what additional information is needed, where
can it be obtained, and who should get it?
SENSORS
CAPABILITIES can see a small block of squares, can report the letters
in them, with various degrees of latency and certaiaty
MODELS rules regarding how the sensors perform
REQUIREMENTS the sensors may be limited by load and comm. constraints
KNOWLEDGE SOURCES
SENSOR REPORTS
ENVIRONMENT the puzzle board and some knowledge of
target characteristics (e.g., categories)
FORCE MODELS Force elements: letters, words, phrases

Force structure: syntax, semantics, crossings
Force applications: the letter sequences move
snake-like through the spaces toward destinations
Force status: where are they?,
Force intentions: what targets and meanings are they seeking?
Vulnerabilities: which targets have highest payoffs?

Figure 3. A partial description of the benchmark SA task.

Qmu (_ootionai) Sensor Nodes Dynamic Puzzie
hierarchical levels each with partial view {arrows indicate movement)
(16 in this example}

Ficure 4. ‘lessage Tuzczle Tegk



called "perceptual comes" (cf. Uhr, 1978; Tanimoto
and Pavlidis, 1975). Where ordinary perceptual
cones define a static hierarchical structure among
processing individuals at different levels of
abstraction, we propose to link lower individuals
to higher ones in dynamic ways. Specifically, a
lower level individual that has important informa-
tion to report requests a superior to receive it.
The higher-level superiors acknowledge those re-
quests that appear most significant and timely.
Thus the superior-subordinate mapping from one
level to the next may vary over time.

For simplicity, assume an 8 x 8 puzzle board
and a three-level cone with one, four, and sixteen
individuals at the various levels, as showa in
Figure &4. The lowest-level individuals can "see"
2 block of four squares in that they receive (pos-
sibly errorful) reports describing their contents.
All communication is vertical, either from a
subordinate to a superior or vice versa. Each in-
dividual can send messages to as many as four 1in-
dividuals and can receive up to four messages per
time step. Lf more than four messages are sent to
an individual in any time step, randomly selected
ones are lost until just four arrive. Each indivi-
dual has unlimited computing and storage capaci-
ties, for all practical purposes. The capacity of
one message 1is limited to four hypothesized cell
contents or a string message hypothesis plus
corresponding instructions (e.g., "expect," 're-
ject,” "verify"). Some simple credibility measure
of the hypotheses 1is also permitted. Additional
simple messages may be communicated to comntrol the
behavior of subordinates, such as '"quiesce for 2
time steps” or "sleep until awakened.”

At the outset, the board is partially filled
with letter strings, and some of these form par-
tial messages. The low-level (level 3) individu-
als receive reports on their 2 x 2 windows. Some
of these are more informative than others. For
instance, the letter sequence "kw'" which might
suggest awkward” but only a few alternative
words. In response to the "kw" data, this indivi-
dual might decide to send one message to all supe-
riors that predicted "awkward" in the appropriate
positionms.

The immediate problems that arise from this
simple example include the following. The indivi-
duals don't know exactly which superiors are tak-
ing responsibility for processing their hy-
potheses. Although this means that the potential-
ly wasted capacity of static cones has been avoid-
ed, it also means that time and effort will be
spent deciding which subordinates and superiors to
couple. If individuals are allowed to play
multi-level roles (thereby reducing the total
number of individuals while retaining a hierarchi-
cal structure), the problem of who to talk to is
further compounded.

Vertical communications of this sort have
benefits as well as costs. ILf the network organ=
izes itself into a static quaternary tree, a pred-
jction can be communicated from one side of the
board to the other in two time steps by linking up
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and then down. The higher-level individuals can
develop plans for governing the lower-level ones
to maximize the net result. Once am accurate
prediction has been made and confirmed, it may be
desirable to put sensors to sleep to minimize com-
munication contention. Collective wisdom can thus
be accumulated at higher-levels based on multiple
inputs without duplicating efforts at many
equivalent sites in the lower-level.

4.3 The Anarchic Committee Architecture.

In the previous architecture, knowledge accu-
mulated at higher-levels of abstractionm, and it
was natural to suppose that power and authority
would be similarly distributed. In contrast we
now consider a design in which no individuals are
distinguished by knowledge, authority, or power.

Rather, the only distinctionms that arise reflect
increased self-assumed respoamsibility. Specifi-
cally, a single-level network is proposed wherein

individuals who believe they have important infor-
mation join with some of their peers in forming a

consensus. Each decision then results from the
formation of a corresponding committee that as-
sumes responsibility for its judgment. Later, if

any particular decision is challenged, the commit-
tee responsible should be prepared to defend its
conclusion.

As previously, each individual has responsi-
bility for monitoring a 2 x 2 block of squares.
To compensate for the reduction in total number of
individuals, we allow a higher communication rate.
A typical scemario might go as follows. aAn indi-
vidual reads his sensor report and decides to do
one of four things. He will remain silent if he
has nothing significant to say or if, in his opin-
ion, he should delay communicating temporarily.
He will formulate an hypothesis and volunteer to
form and chair a committee if he is the first to
recognize the possibility of needing a new commit-
tee. If he belongs to a committee with pending
matters, he may contribute useful information to
its chairing individual. Finally, if he is chair-
ing a committee but believes the matter before it
is moving out of its jurisdiction (because of lim=-
ited communication range or departure of the mes-
sage from its purview), he may attempt to enlist
another relevant individual to form and chair a
committee on this message. In this way, one com-
mittee hands off its problems to others.
manifests

This architecture very different

properties than those exhibited in the hierarchi-
cal system. Here, knowledge accumulates by form-
ing increasingly large committees. At any poiat

in time, the committee membership reflects those
individuals that still believe they have an in-
terest in pursuing a message. As the messages
move, the committees become staffed with old, ir-
relevant members and a need arises to hand off
committee membership. Higher-level analyses em-
erge as the committees either become larger or as
new ones devoted to more abstract data processing
are formed.



The advantages of this architecture seem To0
derive primarily from its reduced number of indi-
viduals and its simplified communication network.
On the other hand, it entails significantly more
communication than the hierarchical net. Where
the hierarchy could use high-level assessments
derived from many sensors to comprehend regional
patterns and track them without hand-off, the
anarchic committee design must constantly hand-off
tracking problems as patterns move from one area
to the next. This introduces problems of choosing
individuals to hand the tracking problems to and
re-establishing committee membership. Moreover,
the need to form higher-level assessments with the
same individuals who are performing other tasks

seems to complicate the problem of indexing
knowledge. When the same individual plays multi-
ple roles, he becomes a potential bottleneck for

the system.

A Large Space of Design Altermatives

,
5.4

What our preliminary analyses have indicated
is a very large space of alternative desigas for
DI-SA architectures. To explore this space is the
purpose of our current researci. The two simple
straw-man architectures just discussed vary pri-
marily on one dimension, that of communication
network structure. This variation can be seen to
influence many of the opportunities for adaptive
behavior. In particular, established hierarchies
simplify tracking of motion and indexing of oth-
ers' knowledge. In contrast, they create require=
ments for effective governmental policies. When-
ever such policies are required, we anticipate
their <creating numerous unanticipated emergent
properties.

Our curreat conceptual descriptioms of DI and
SA provide a rich set of dimensions for varying
possible architectures. Wwe expect that the com-=
munication structure will provide the best single
experimental variable for study. This belief 1is
based on the fact that many, if not most, charac-
teristics of a DI system are responsive to the
limited communications paths between individuals.
We expect to find that many significant DI proper-
ties are adaptationms to, rather than the cause of,
their communication capabilities. In addition, we
believe we can manipulate this dimension effec-
tively, in both human and machine simulations of
DI-SA.

5. CONCLUSIONS: TOWARD DESIGN HEURISTICS FOR DI

AND SA

Our basic approach to DI and SA has been ex-
ploratory. We have attempted to formulate the
principal features of each concept and to relate
these two together. At this point, we believe ex-
perimental and analytical investigations of the
effects of alternative communication network
structures on SA performance would be appropriate.
In formulating our experimental benchmark problem,
we have emphasized the significant interpretation
problems of SA and deemphasized the lower-level
signal processing problems. This reflects our be-
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lief that DI is an important candidate for per-
forming the multilevel interpretation problems
that arise in battle management. These problems
require bringing diverse sources of knowledge to
bear in understanding activities at different lev-
els of abstraction. In turn, we see the outputs
of SA being provided to different personnel with
correspondingly varied interests and needs.

In our overall approach, we have attempted to
develop a mapping between DI and SA concepts to
suggest architectural principles. Qur highest
level research heuristic suggests viewing DI and.
SA in different ways to develop alternative, in-

teresting analytical or functional analogies. For
example, viewing DI as a structure and SA as a
problem, the following heuristics apply:

Hl: Usually, structures evolve to support the

needed functions; thus, consider what func-
tions accomplish SA problem-solving and then
develop supporting structures.

H2: Good solutioms typically
functions.

employ modularized

H3: Good structures support modularized fuactions
by a set of independent design features.

H4: Once a list of independeant design features is
accumulated, these may Dbe realized by
separate physical entities or by multifunc-
tion designs.

Wwe could formulate other views of DI and SA
that would stimulate other design heuristics.
Some alternative views of DI systems would comsid-
er them principally as processes, individuals or
populations. ‘Altermative views of the SA task
would emphasize its similarity to pattern recoghi-
tion, to Gestalt perception, or to an abstract map
(with imsets).

From our preliminary human experiments and
analyses, we have developed some tentative design
concepts and heuristics, which we list without
further elaboration:

HS: Individuals' diverse perspectives
vide the constraint needed for
problem=solving and engender the
of cooperative problem-solving.

both pro-
effective
complexity

H6: Global (consensual) perspective can best be
derived by abstracting local perspectives,
and the resultant abstractions can provide an
effective intermediary for indexing others’
knowledge.

elements should
ferentially to variations in environmental
complexity by restructuring subsets and
selectively allocating resources to them.

H7: Organizational adapt dif-

H8: Emergent properties significantly affect the
behavior of a DI system, and can most effesc-
tively be studied empirically.



H9: Close couplings of individuals facilitate
their communication and provide the principal
basis for dynamic orgamization.

H10: Assuming adequate memory, comparable indivi-
duals should possess identical capabilities.
Individuals should be differentiated when
different environmental or organizational
niches imply specializatiom.

H11: Uncertainty can best be resolved by attending
to the most (conditionally) diagmostic infor-
mation at each point in time. Gross filters
should therefore be employed before fine
ones; these filters suggest which details are
worth computing and which are not.

H12: Hierarchical networks minimize communication
in interpretation tasks. However, their op-
timal structure can only be known dynamical-
ly, after the data are presented.

§13: Situation assessment can be significantly
simplified by appropriate use of expecta-
tions. Such expectations are most easily im-
plemented by passing responsibility for them
directly to individuals who could locally
confirm or disconfirm them.

Hl4: SA can be simplified by abstractionm.

H1S: Spatially hierarchical nets are faster than

linear neighbor-to-neighbor  communication
paths.
H16: The same individual can play roles at dif-

ferent levels of abstraction, but this in-
creases the difficulty of knowing which indi-
vidual to communicate with.

H16: Centralization is undesirable when computing
is slow relative to communication or communi-
cation is difficult. Otherwise, centralized
computing is desirable. In particular, cen-
tralized committee decisionmaking is good.

417: Consumer-producer models
processing near supply and demand, except
when it is much cheaper to locate it else-
where (e.g., because significant economies of
scale exist).

suggest locating

H18: There are few cases where communicatiom is
preferable to computing--in research, where
it is desirable to avoid rediscovering what
is already known; or im any situation where
expectations obviate computing.
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DSN_PROBLEMS-—AN OVERVIZW

Jeffrey A. Barnett
USC/Information Sciences Institute

A sensor is a device that observes physical
ohenomena. The output of a sensor is a function of
these observations. Here we are concerned with the
particular problem of constructing a world picture

from sensor data. The world of interest contains
eraft capable of notion (e.g., airplanes, water
vessels, and land forces) and the terrain. The

important terrain features are target locations and
geograpnic data that may affect the operation and
behavior of sensors and craft. The world picture
comprises descriptions of craft behavior and
location witn respect to the terrain and to each
other.

There are many families of sensor devices. Among
them are phased-array acoustics, infrared, sonar,
and many kinds of radars. The major distinguishing
sharacteristic among different sensor families is
the type of phenomena that they can observe.

Each device has three primary
(1) analogue components--the
such as 2 simple microphone

sensors also include an

component; for example, a radar generates the
signals that it detects after reflection.
(2) igital components--a progessor that turns raw
observations into the sensor's output such as
azimuth, neading, velocity, position, etec. The
digital component may also control and coordinate
the analogue components. (3) interface
components--accomplisn delivery of the sensor's
output to the user. This function often includes
grapnic display and communication with a central
facility.

types of components:
observation collector
or antenna. Active
analogue illuminator

Tne remainder of this paper describes the
of Distributed Sensor Networks--DSN.

concept

WHHAT ARE THE PROBLEMS?
Current sensor technology has reached a very
sophisticated state. Radars are sensitive snough

to detect the differential Doppler shift Detween
the top and bottom of a tire on a moving vehicle,
and phased acoustic arrays can listen to entire
sceans. However, many problems remain.

- ~

I As mentioned above, radars
can be very accurate. On the other nand, a radar's
normal-aireraft detection radius is limited to
about one nundred kilometers; for low-flying
aireraft the coverage is muen 3ore  limited.
Acoustic arrays, 1owever, @may Dnave much greater
range, particularly the underseas variety, but they
are no rival to a radar's accuracy. No single
sensor produces optimal coverage. Between sensor

D a

w

~

families there are tradeoffs among area, accuracy,
and sensitivity.

™ '

2 - As one might guess,
powerful sensor devices are expensive. Thereforse,
they are few in number, and, in general, only one

or a few cover any given area.
vulnerability problem. If a single device fails
(or is knocked out Dby enemy action) a critical
region may be left uncovered. GEven when multiple
devices cover any given area, the system is still
vulnerable if a centralized facility is responsible

This creates the

for data coordination because the centralized
facility itself may fail.

L i Broblen. This i also
called the inference problem. In many instances,
extra-sensor information is available. For
example, an intelligence report states that 2

particular submarine is very likely to cruise in a
particular area. How is this input to be used by a
sensor to more accurately determine the world
picture? For another example, consider the problem
of correlating data from different sensors that
cover a common area--3ay nicrophones and a3 radar.
How is the data combined, particularly if amultiple
craft are in the area?

-
1 faca Dm The b

o output of sensor
devices can be used in a aoultitude of ways.
Current practice delivers the information to a

human user. The user makes decisions based upon
this output and is able to exercise limited control
over the functioning of the seasor. The trend is
toward more sophisticated systems in wnich zany
observations and control functions are automated.
At the point where the human user interacts with
the automated system, the data is hnighly
sorrelated--infaerences have been drawn and acted
upon. The user has a need to ascertain the method
employed by the system to reach its present state.
That is, the system must be able to explain and
defend its behavior. Further, the system must De
able to initiate dialogue ratner than remain
passive in the interaction, especially in the face
of unusual uncertainty or during a crisis. This
becomes particularly important as sensor systsms
undertake craft-guidance functions.

Thw

c ot Although the cost of processing

(particularly for small to medium-sized computers)
nas deen drastically reduced bdy LSI tecanology,
there has D»Jeen no corresponding reduction in th

cost of anclogue components and packaging for
sensor devices. At issue is the development of
system architectures that take advantage of the
current and projected cost

trends.



The next section discusses distributed sensor
networks, a possible approach to overcoming many of
these problems.

WHAT IS

A__DSN?

Many of the problems discussed in the preceding
section can be addressed by using sensor networks.
A sensor network is a group of sensor devices
connected by a communications network trying to
achieve a common goal--deriving an accurate world
picture. Several things need to be understood:
First, the area covered by the sensors on the
network is larger than any one of them can cover
(at least cover well). Second, there are some
areas that are covered by more than one semsor. If
this is not the case, the sensors can operate in a
virtually autonomous manner, and the system will
neither enjoy all the benefits nor suffer all the
problems discussed Dbelow. Third, the number of
sensor devices in the system is not trivially
small.

Problem Scope. We wish to enlarge the scope of the
problem. Namely, the following types of non-sensor
components are to be considered examples of
ootential members of the network: (1) Command,
Control, and Communications (c3) systems,
(2) observers with portable terminals, and

(3) ecruise missiles--a combination of a craft and
a sensor device.

The rationale for considering the above types of
components is that the military is moving towards
large integrated information-processing systems for

the 1980s. Sensor networks per se represent only a2
part of the total system. Each of the additional
component types expands the demand for cooperation

and system feedback. Further, they all represent a
variety of usages (contexts) for the sensor system.

In order to evaluate and compare different
sensor-system architectures, it is necessary to
view them in the environment of their applications.
For example, a system that produces only high
quality output for critical regions is probably
more valuable than a system that generates uniform
sut mediocre results everywnere. To form such an
objective (versus subjective) merit function, it is
necessary to include the extended components whose
operations may represent the payoff of the entire
system.

o iz - These two
similar-sounding but quite distinct concepts are
often confused. Distributed processing or

architecture denotes a paradigm in which, althougzh
the computation is dispersed, a global (perhaps
nierarchical) view and centralized control are
maintained. A typical example is cooperative tasks
on a multiprocessor with a shared memory. A major
problem here is conflict resolution for the shared
resources, 2 proolem normally solved explicitly by
synchronization primitive use by the tasks
themselves. Another class of distributed
processing occurs with networks. For example, a
process on one macnine (a host) maintains a data
pase. Processes on other hosts use the data bDase
process like a subroutine, passing information back
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and forth via the network. Since the data Dase
itself resides only at a single locaticn, problems
of consistency are minimal. The wmajor problems
with this mode of operation are the delays caused
by the network and the vulnerability of the entire
system if the single host housing the data base
fails.

Decentralization is a paradigm in which no
global view is maintained and system control
functions are not centralized. This type of
organization can occur on a single processor when a
computation is performed by separate but equal
processes. Even though in this case there exists
an operating system that actually allocates
resources and settles implicit conflicts among the
processes, the details of such scheduling and
conflict resolution are not relevant to the correct
operation of the processes if they are well-formed
for decentralized computation. This scheme is
often used to model AI problem solutions and team
efforts. The members of the team are represented
as independent experts with their individual
viewpoints and problem-solving methods. They
cooperate when it is zppropriate, and work on their
own when that appears best.

central

Decentralization is also compatible with
distribution of processing. For the data base
example above, a natural extension is to distribute
the data. For example, different offices of a
large corporation maintain local data bases.
Computations that involve data from more than one
office use 3 communications facility, the network,
to transfer the necessary information. In this
situation, there is a problem of consistency,
particularly if -external data or inferences drawn
from it are stored for any length of time--updates
are not simultaneously (if at all) reflected
everywnere the data resides. On the other hand,
the decentralized facility provides marked
efficiency gains when most computations involve
only local data; the system is also amore robust.
Failure of no subset of ‘the sites cripples ail the
capabilities of the entire system. Further, there
appears to be a cost advantage to using many xzedium
scale processors versus a single large processor.
Whether this cost savings is real or only apparent
depends upon the future of the hardware component
revolution and the costs of communications
mechanisms.

POSSIBLZ _ADVANTAGES

For a variety of reasons, it is obvious that sensor
networks, wnich are by definition distributed,
should also be decentralized. Decentralization is
a viewpoint on the management of system complexity.

As such, it dictates, to a degree, a style of
organization and interaction among system
components. Many (but not necessarily all) of the

components must de capable of autonomous operation,

working alone when circumstances dictate and
cooperating at other times. In addition, the
reliability and responsiveness of other coaponents

will be doubted; that is, a component should te
able to continue functioning in the face of system
degradation. From these considerations flow tne
advantages of a system that is both distributed and
decentralized.



Shared Utilization. It should be possible, without
reorganizing a DSN, to add new consumers of its
output . In principle, this expansion is no

different than expanding the DSN itself, because in

both cases there is a need to share results and
determine common goals.
Extended Coverage. In a similar vein, a DSN should

be able to employ sensors from several families.
Components performing higher-level functions such

as tracking and threat evaluation are presumably
using information from a variety of sources—-
sensors, intelligence, etc. Geographically

distributed information is also available from the
network and can be used to enhance the scope of
information produced as well as its accuracy and
its timeliness. The simplest form of this is a
component in one region notifying the component(s)
in another region of an approaching craft.

More Reliable Svstems. Because of decentral-
ization, the opportunity to coanstruct very reliaple
systems exists. Redundant and overlapping
operation increases protection against failure;
centralization has the opposite effect. Because of

the flexipility inherent in a DSN, the system can
dynamically reorganize itself and reailocate
responsibilities Iz the face of degradation or

specific threat identification.

T ) T £ o In
order to properly function at all, 2 DSN must use
protocols that allow requests for information at
many different degrees of completeness and
accuracy. Since the components are loosely
coupled, it would be odd to impose rigid
communications requirements. It is exactly this
xind of protocol that is needed also at the system
interfaces in order to explain and display system
benavior. Such a system must be capable of drawing
infarences from the data it does receive and have a
rational mechanism for determining what to
communizate and what data to request. This is not
to say that decentralization solves these problems,
but rather that if a DSN is to be constructed, the
problems must be solved. The solutions are then
available for a variety of usages.

Cost Bepefits. A DSN is by nature processing and
sormunication intensive. The cost of these items,
particularly processing, is dropping at a
remarkable rate. It is presumed that the very

expensive components, e.3., large radar antennas,
can be displaced with cheaper, less capable
versions and sensors from less costly families.
The accuracy at individual sites will be redeemed
through the cooperation of several times as many
cheaper components augmented DOy intelligence and
sophisticated processing. Testing this nypothesis
is one of the major goals of the DSN investigation.

of craft observation
that appear outside the
ability of current sensor systems. A section
pelow, "DSN Secenarics," discusses several such
problems that can be better handled by DSN.

N Pr ms. Several type
problems exist today

In order to accrue these denefits,
for the workers on DSN projects to

it is necessary
carefully define
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the problems and work toward their solutions.
next section describes the ISI approach.

THE ISI APPROACH

Qur approach to analyzing the DSN problem is to
first develop a DSN frameworik. The framework is a

The

meta-model that defines the problem space. As
such, it describes the xinds of components and
phenomena that are to Dbe considered. Included

besides craft and seasor squipment are the terrain,
environment, and extended components mentioned
above. The framework is then augmented by the
addition of specific information to become a model
for a specific DSN system. Naturally, many such
models can be formed. The framework and models are
represented in 2 notation being developed for this
purpose.

The aotation, like other modelling languages,
allows procedural descriptions of components and
their interactions. However, to allow the
framework to be written, more is necessary. An
assertion language is also part of the notation.
An assertion is a

statement or relation, in
mathematical symbolism (an extended first order
predicate calculus), that allows specification
without the details of a procedure. For example,

an assertion in the framework can state that
associated with a sensor is a radius of seansitivity
and that the sensor is not affected by any physical
events outside that range. In a model, particular
sensors have specifically stated radii, and a
consistency condition is that of the assertion to
the procedure representing the sensor. An expected
benefit of the assertion language is an enhanced
ability to analyze properties of DSN.

As is well known, analysis is not 1likely to
determine all (or even many) properties of very
complex systems such as D3SN. Therefore, the
modelling notation has been designed to Dde
executable by a simulation system. This system is
called the DSN (software) testbed. Simulation
results will be used to augment and test analysis
results--and conversely. Through this approaca, it
is hoped that insights into possible DSN
arcitectures and system tradeoffs can be developed.

DSN__ SCENARICS

In order to use the testbed simulation system,
probvlems for a DSN to solve aust be developed.
These problems are called ggenarios. A good set of
scenarios must exercise a2 proposed system model

both in the normal modes of cperations and at the
boundaries of its projected capabilities. 3Below,
several scenarios are briefly described. They were
selected not for their completeness dbut Decause
they present problems not adsquately nandled
without a DSN approach.

Low-Flving Aircraft. This is a problem for two
reasons: Ffirst, terrain features suca as aills
obscure sensors' views; thus, the set of
observations is fragmented in time. Second, radars

have severe clutter problems wnen aizmed low along
tne horizon. Thus, =any false targets present

themselves and signal reflections become



troublesome. To solve these problems, a system
must be able to combine disconnected observations
having a nigh error rate. DSN snould be able to
outperform conventional systems since more
fragments of information are available from which
to construct a track. This is particularly true if
multiple sensors cover the area, and, therefore,
more readings from different viewpoints are
available over a longer time span as the craft
moves from one area to another.

Multiple Craft Tracking. This is a problem
currently receiving much attention. When more than
one craft is in a single sensor's field of view, it
may be difficult to distinguisn them. Some
tracking algorithms also run into serious
computation time limitations. A DSN should be able
to use information from many sensors over time to
detter construct a realistic world picture.

. There are several manifestations
of this problem, e.Z., observers with portable
terminals and intelligence-gathering craft (ours).
In each case, either the sensor's current location
must be accurately determined or its output must
somenow be used given the inherent inaccuracy of
its measurment base. The system may also want to
sxercise control over the mobile sensor, requesting
it to move to a eritical region. Thus,
intelligence must be used both in interpreting the

sensor output and in wutilizing the sensor to
greatest advantage.

Complete Svstem. In this set of scenarios,
nizner-level components such as C3 systems appear.

This component has access to intelligence outside
the sensor sources. The problem is to use the DSN
to confirm or deny hypotheses generated from the
intellizence and to use the intelligence to
generate a more accurate world picture.

Rate of Change. The time it takes to spot and
identify craft depends upon the type of craft and
the type of seasor involved. For example, a radar
should detect an aireraft flying at normal
altitudes within seconds. On the other hand,
underseas events unfold more slowly, and the
environment is more noisy. Thus, it may take

minutes, hours, or even days to accurately locate a
submarine trying to avoid detection by operating at
low speeds. Fast detection situations are
relatively simple; it is known immediately wnether
the data is important or not. In the other case,
data that is only potentially useful must be stored
for - long periods of time. For a DSN, this poses
the issues of where to store the data and
establishing responsibility for monitoring events
over long time periods. It should be noted that
the problems of long-term and short-term detection
cannot be completely decoupled. For instance, an
aircraft flying near a Dbody of water may create
phenomena that are observed by an underseas sensor.

If the presence of the aircraft is not correlated
with the underseas data, large amounts of
information could be stored away Dy 2 conservative

wait-and-see policy.

The Null Case. No set of scenarios for signal
detection systems is complete without inclusion of

the null case. For our purposes, this means 00
craft activity in the area of the DSN's
sensitivity. The results of such a simulation help
to characterize the profile of likely Type II
errors--errors of commission.

POSTSCRIPT

Many important possible advantages of D3N systems
are discussed above. However, many problems
remain. These are described by I. Yemini, "DSN:
An Attempt to Define the Issues," in these
proceedings.

To achieve the noped-for benefits, it appears that
DSN systems must DbDe decentralized in addition to
being distributed. Methodology for organizing and
implementing such systems is not of the
of f-the-snelf variety. Much work remains to be
done. In particular, methods of communicating for
decentralized systems that are compatible with the
desired flexipility and robustness must Dbe
developed. At ISI, we are engaged in producing a
testbed so that ideas and strategies for OSN
arcnitectures can Dode investigated and competing
concepts compared.



STRAWMAN DESIGN OF A DSN TO DETECT

AND TRACK LOW FLYING AIRCRAFT

By

R. Lacoss and R. Walton
Lincoln Laboratory
Massachusetts Institute of Technology
Cambridge, Mass. 02142

1. INTRODUCTION.

A preliminary high level design for a DSN
capable of detection and tracking of low flying
aireraft and cruise missiles is being prepared.
Progress in this activity is reported in this
paper. The design incorporates small radar and
acoustic array sensors and makes use of packet
radio as the basic communication mechanism. The
design is for a system which might be developed
and demonstrated by the mid 1980s. However,
there is at this time no plan to actually
develop the system. The idea 1is that an at-
tempted design of a realistic deployable system
is one of the best ways to identify basic DSN
problsms and to evolve solutions. We expect
that in the future the design process will be
iterated several times with major system changes
resulting from lessons learned during earlier
design phases. Repeated designs and system
evaluation without commitment ¢to or actual
development of a specific sytem should be a cost
effective way to develop DSN technology and to
aventually develop a specific DSN which is far
more optimal than could be achieved by immediate
commitment to a specific system development pro-
gram. The design is 2 true strawman. It is ex~-
pected to evolve into a design for a system
whnich could be developed but it is expected that
the required changes may De very major indeed.

The design summarized in the other sections
of this paper constitutes our current version 1A
DSN design. In the coming year the version 1A
design will be the stepping off point for systea
analysis and for software testbed simulations
whicn will be used to further develop the design
and demonstrate how the system represented 0V
the design might perform. The simulated systeams
will be denotad versions 1B, 1C, etc. The plan
is that they should all be outgrowths of the 1A
design but may differ substantially from it.

Future plans also call for the development
and demonstration of 2n experimental DSN con-
sisting of three or more nodes with real sen-
sors. Such an experimental system, at least
partially because of the limited number of
nodes, will be somewhat different from the large
scale systems represented 0V the version 1 sys-
tems. The desizn discussed here is not for an
experimental system but for a nypothetical full
scale system.

I1I. VERSION 14 DESIGN FEATURES.

The following are major features to be
nibited by the version 1A design or follow=-on
designs to be demonstrated in a software
testbed:

>The Svstem is to Detect and Irack Low Elving
Aircraft.

The primary task of the DSN is to detect,
locate, track and identify low flying aircraft.
It is to make such surveillance data selectively
available to users who may be within the DSN or
outside of it. Subject to physical constraints
dictated by sensor capabilities the surveillance
data is to be made available in.real time with
only small delays for processing and communica-
tion.
>Use of Multiple Cooperative Sensors of Limited
Individual Capability.

The system will make use of sensors which
are individually not capable of furnishing the
required surveillance information. At the
cresent time attention is focused upon short
range radars with very limited azimuth measure-
ment capability and small acoustic arrays which
can measure the azimuth of sound sources. Data
from multiple sites will generally be required
to locate and track a target and, as a target
moves through the DSN, the set of sensors re-
porting new measurements will continuously
change.

>Distributed Intelligence is Used for DRata
= ey

The tremendous amount of raw data generated
by large numbers of sensors reguires that com-
puter data screening and analysis replace manual
inspection, and that this be done near the sen-
sor because limited communications bandwidth al-
lows only near final results to be communicated.

>Adaption %o DSN Configuration and Load

One potential advantage of 2 system wnich
makes use of very large numbers of distributed
sensors and which alsc distributes the surveil-
lance function is the ability to adapt to and
continue effective operation in the face of
failure of various nodes in the system. The
node failures may be natural, due to damage
resulting from hostile action, or communication
failures resulting from jamming. Adaption to
changing situations is a generic feature of DSNs
and must be included in version 1 designs.

Packet radio is a suitable comaunication
system meeting the requirements of rapid deploy-

ability, moderately high rate of secure digital
data transfer, and unlimited system size. It is
also one of several important research afforts
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in digital communication, and needs evaluation
in a variety of different application systems.

>Verv Large Amounts of Computer Power are
Applied as Negessary.

Large gains in the utility of sensors can
be made using sophisticated computer processing
of the raw data, and large amounts of computer
processing power can now the made cheaply avail-
able using recently developed integrated circuit
technologies. As a result, a large amount of
computing power can be located with each sensor,
with potential for improved sensor performance
and good results from cheaper sensors.

III. SYSTEM CONFIGURATION QPTIONS.

There are three different general confi-
gurations for DSNs. These are area, linear, and
honeycomb. The distinction tetween all of these
are indicated in Figure 1. Figure 2 shows the
area configuration in more detail. In the fig-
ure the basic spacing of 10 km is the nominal
spacing for the 1A system. In the 1A system
sach node has a packet radio, substantial pro-
cessing capability, an acoustic array, and/or a
small radar. The basic 10 km spacing has been
selected to be consistent with the communication
system capabilities, acoustic sensor capabili-
ties, and terrain masking difficulties for low
flying airecraft. Also shown in the figure are
nodes on a 50 km spacing grid which are denoted
as sector nodes. These are surveillance data
collection points and are discussed at greater
length elsewhere in this paper.

The 10 km distance, like other parameters
appearing in the version 1A design, is neither
unchangeable, nor is it readily changed. Chang-
ing the value can have substantial global side
effects. We have selected 2 single value and
just note possible difficulties which might be

sncountered in increasing or decreasing the
value.

Decreasing the 10 km value results in DSN
systems which may be less cost effective. Much
of the node cost is slectronic, and subject to
tremendous decreases in price over the next 10
years. VLSI chips may someday result in the

ability to furnish node processing for only a
few thousad dollars. In this case much smaller
spacing options may become more interesting.
This might involve an acoustic only system or
the use of extremely low power cheap omnidirec-
tional radars. Decreasing the 10 km value would
then increase problems with radars interfering
Wwith each other. This should not be a2 problem
for the strawman system since the radars do have
some limited amount of directionality. Increas-
ing the 10 km value gets beyond the useful range
of acoustic sensors, and introduces masking
problems with radar.

The version 1A design effort has concen-
trated upon the area coverage geometry. Pri-
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marily this is because the uniform distribution
of nodes will tend to generate a greater commun-
jcation load than other configurations. Thus if
the communication issues for the area geometry
can be handled the others should cause no diffi-
culty. The design could be adapted to either
the linear or honeycomb stuation. In the case
of the linear configuration the overall system
would tend to be much simpler. For the honey-
comb the system might be slightly simpler but
the problem of data association and tracking
across sensor free areas would be more diffi-
cult. With respect to this last comment note
that in the long run an area system should func-
tion when large holes are torn in the net. Thus
the area system ultimately must treat this prob-
lem of association and tracking across sensor
free areas.

Qur strawman DSN has both small acoustic
arrays and small radars at each node. This pro-
vides for operation in a number of possible
modes. Following is a brief description and
discussion of three such modes. The discussion
is in terms of modes of a single system but it
should be clear that they could also correspond
to systems using different mixes of sensors at
the nodes.

>Acoustic Only Surveillance and Iracking.

Detection and tracking can be accomplished

- using only measurements made by small acoustic

2

arrays located at each system node. Individual
arrays are used to get a2 series of single node
detections and estimates of possible target az-
imuths. Such data is combined from several such
nodes both to perform surveillance for new tar-
gets and to track targets.

In such an all acoustic mode the system is
passive except for the communications. It would
use less power than with radars in operation and
the elements of the DSN would be less detectable
than with the radars in operation. The lower
detectability follows because radiated power
needed to communicate over 10 km distances is
very much less than the radar power needed toO
detect targets at 10 km ranges. However in an
all acoustic mode the quality of present loca-
tion estimates and predictions of future posi-
tions would probably not be as high as would be
possible when making use of radar. This is as
least partially due to the inherent acoustic
propagation time delay to the sensors.

>Radar Only Surveillance and Tracking.

Each DSN node has 2 small radar which can
give good range information but very limited az-
imuth and no elevation information. As noted
above if the system operates using only these

radar sensors it would consume more power, De
more detectable, but probably be capable of more
precise estimates of present and future

posi-



tions. The improved locations would follow from
multisite combining of range measurements and
not from the use of radar azimuth measurements.
Since the radars furnish information for both
surveillance and tracking the most obvious mode
for individual radars is to continuously scan
and search for targets. The system can perform
tracking by combining reports from the individu-
al radars wnhich are physically functioning in
the search mode.

A hybrid mode would be for some radars to
scan some of the time and to physically keep
beams pointed at specific targets some of the
time to accomplish better tracking of already
acquired targets. Multiple sites would still be
required for good location but range measure-
ments for targets being tracked would not be
constrained to one observation per radar scan
time in the surveillance mode. The utility of
this hybrid mode and the impact upon radar com-
plextity and cost are issues to be considered.

It should be noted that the hybrid mode as-
sumes enough radar redundancy so that some frac-
tion of the radars can be diverted from the sur-
veillance task and redirected to improve track-
ing information on selected targets. This ob=-
servation is true independent of whether radars
are mechanically or electrically steered since
the transmitted radar beam will be directed in
only a single direction at any one time.

Qur strawman system does not contain 2
directional acoustic receiver which is physical-
ly moved to point at targets.
acoustic only hybrid mode which is entirely
squivalent to the hybrid radar mode just men-
tioned. The closest equivalent would be to
selectively process data for different direc-
tions and frequencies rather than to routinely
scan the entire space of interest. This could
potentially reduce processing loads but we do
not currently know how to do this without
compromising performance.

>Simultaneous Acoustic znd Radar Surveillance
and Iracking. )

Making use of both acoustic and radar sen-
sors is the option which generates the richest
system alternatives. Rather than try to mention
a large number of them we cite cnly one simple
scenario which represents a prime alternative to
be investigated.

To minimize system detectability and to
conserve power a potentially .useful mode of
operation is to perform surveillance using
acoustic sensors and to operate radars only upon
cue for tracking. A system operating in this
way would handle a target entering the DSN from
the outside the coverage area as follows. Ini=-
tial detection and rough location is obtained
acoustically as the target is entering. The ra=-
dars in the immediate target area and adjacent
areas are triggered into operation. As the tar-
get goes deep into the DSN the cueing of radars
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Thus there is no

will be from extrapolation of target tracks.
Internal acoustic sites will furnish backup as
well as continuous surveillance and target sig-
nature information. Qur current view is that
individual radars will operate in the scanning
mode with tracking done from the radar measure-
ments obtained.” However the more complicated
radars suggested in the context of the all radar
hybrid mode above could also be considered.

Y. MULTISITE PROCZSSING.

Multiple site target detection and tracking
funections '’ are to be performed at every DSN node
independently of other nodes. Each node will
use all the information available to it for this
purpose. The input information will consist of
sensor reports and tracking reports received
from neighbor nodes. In general only reports
received directly on a single radio hop from a
neighbor will be required or used for basic mul-
tisite processing. Figure 3 shows the 12 nodes
wnich we assume would nominally receive a one
hnop sensor report from a single node. This as-
sumption is discussed more in Section VII of
this paper.

The sensor reports generated by 31 node sum=-
marize target information which can be obtained
by analysis of the data obtained from the sen-
sors at that node without reference to any other
nodes. For acoustic sensors this can be a list
of the most likely directions for targets and a
summary of spectral characteristics for sound
from each of those directions. For radar this
can be a list of possible ranges and rough 3az-
imuths plus some target doppler information.
Tracking reports combine sensor reports from
several nodes plus other available tracking re-
ports to give actual target positions and <tra-
jectory information in a directly usable system
coordinate system. The tracking reports may
also summarize other target signature or iden-
tification information.

There are a number of reasons for making
every node a multisite node. One is the built
_n redundancy which this achieves. In effect 2
target may be under surveillance by and be in-
cluded in the tracking reports of several nodes.
Loss of a few nodes, apart from the fact that
sensor data from those nodes will be no longer
available, will not have a sericus impact upon
system performance. Another factor is the anti-
cipated computational load of multisite process-
ing and sensor processing. In the current
design the computational requirements for sensor
processing at each node are very substantial. A
belief yet to be confirmed is that basic mul-
tisite processing computational load is not sub-
stantial relative to the basic sensor processing
load. Thus the cost of routinely doing multiple
site processing with high redundancy will not
substantially add to computational hardware in

the system. Another factor iavclves communica-
tions. With each node being a2 multisite node we
are able to design a2 system in which 21l sensor



reports are made on a single communication hop.
By excluding multiple hop routes for sensor re-
ports we avoid an increase in sensor communica-
tion requirements which would occur for multiple
hop distribution.

At this time the multisite processing of
radar data has not yet been specified and only
the general ideas of minimal acoustic multisite
processing have been considered. We include
here a brief discussicn of an approach to mul-
tisite tracking for acoustic data. More specif-
ic and detailed algorithms and procedures will
be specified in the process of implementing
simulations of a functional DSN.

First we consider the multisite use of
acoustic data for location. Measurements of
acoustic azimuth are made at each DSN node every
two seconds. The node locally tries to associ-
ate successive observations so that it can
deliver - sequences of azimuth measurements which
are associated with 2 single target. The node
cannot locate the target but it can often fur-
nisn this association between sequences of 0D-
servations. Thus the multisite process has
available as input a collection of lists of az-
imuths from several sensors with each list
corresponding to measurements of a single target
from a single node. Some lists may have weak
links and some lists which should be a single
list may be broken into two or more due to dif-
ficulties in correctly associating sequential
observations. The basic multisite task is to
use these data to locate and track targets.

As described in more detail in another
workshop paper --"Multisite Processing of Acous-
tic Azimuth Measurements to Locate and Track" by
R. Walton--each azimuth versus time curve can be
mapped into a possible position curve in the
horizontal plane. A surveillance time T, ear-
lier than the present tizme, is associated with a
possible position curve and the mapping from az-
imuth versus time to possible positions depends
upon T. Imagine that T is fixed and that all of
the possible position curves are displayed using
a2 different color for each contributing node.
It should be relatively easy for a person to lo-
cate targets using such a display. The targets
are where segments from different nodes inter-
sect. The DSN will require a program to sift
this display and find targets. Results reported
in the workshop paper by Walton show good
results with only 2 nodes and only cone target,
provided the target is not in certain areas re-
lative to the 2 nodes where its position Decomes
ambiguous.

Exactly how radar will fit into the picture
depends on yet undecided details of the radar
and how it is to be used in the system. The
strawman radar capability discussed eslsewhere in
this report supplies good range information but
poor azimuth resolution. Each such radar meas-
urement then corresponds to a possible position
curve wnich is a segment of circular arc. This
fits nicely into the above picture if the time

of the radar observation is the time T. Such
radar possible position curves would typically
be shorter than those generated by acoustic sen-
sors. This could be used to resolve ambiguities
and possible ghosts which could not be complete-
ly resolved using only the acoustic data. How=
ever, there may be problems when the radar ob-
servations do not occur at time T. This is a
problem to be investigated in conjunction with
continuing design and first functional simula-
tions of a DSN. One possibility is that radar
data, as mentioned in our discussion of system
modes, will not be used extensively for initial
target detection and location but will be used
only for refining tracks for targets (and false
targets) tentatively detected and located
acoustically. This would be the case if indivi-
dual radars were focused upon specific limited
potential target areas rather than being operat-
ed in a general surveillance mode.

Independent of just how radars are used
there is always the problem of refining the
track estimate of a2 target given the ever in-
creasing amount of data. There are considerable
possibilities for track improvement as more data
arrives. Most likely some form of Kalman
filtering will be used for this purpose.

For reporting purposes, DSN geometries are
divided into reporting sectors. Each sector has
at its center a sector node with which system
users interface either directly or through com-
munication links. The reports from tracking
programs operating at every node in the sector
must be summarized and surveillance information
for the sector must flow to the sector node.
The flow of reports from the 2dges of the re-
porting sector to the sector node is by means of
a patterned sequence of broadcasts. During nor-
mal operation the reports within a sector are
collected with time delays on the order of a
second. Figure 4 shows the configuration of re-
porting sectors for normal system operation.
Normal operation is here defined to be cperation
when all sector nodes are functional. The re-
porting sectors are defined so that the sector
associated with a sector node constitutes all of
the area which is closer to that sector node
than any other sector. As shown it happens that
in addition to the sector node itself the re-
porting sector contains 30 sensors of which 12
are on the boundary.

Reports flow from the edges of reporting
sectors to the sector ncdes as follows. Each
node produces and broadcasts a report roughly
once each second. This report is the best re-
port summary that the node can generate for an
area around the node which is known as its re-
port area of interest. Figure 4 also shows the
area of interest for a typical node when the DSN
is in full operational condition with all sector
nodes functioning. Each node's report covers 2
particular area and the areas for different



nodes overlap very much. In prepairing its re-
port a2 node uses all reports it nas heard as
well as its own multisite processing 'of senmsor
reports. With reference to Figure 4 it is clear
how the sector node can generate its picture of
its report sector from the.reports it obtains
from neighbors. It should be noted’ that report
coverage is very redundant so the sector node
can get reports for a particular part of its
sector from many paths. This will automatically
compensate for malfunctioning nodes, for commun-
jcation errors, and for missing paths. Of
course the sector node will also oroduce and
broadcast its sector report once each second.

Under normal operation as described above
sach node in the DSN produces and broadcasts 2
complete summary report once each second for a
region of the same size and shape as the report
sectors associated with the sector nodes. Each
node's report is limited in length to about 1500
data bits. This is enough to accommecdate 10
targets. If there are up to 20 targets the ex-
tra targets will be reported at the cost of
halving the reporting rate by sending half the
report each second. Targets in some region may
be preferred and sent every second. Beyond 20
targets it will be necessary for the node com=-
puters to pick targets not of interest to be
discarded from some reports. For 2xample slow
targets may be reported 2 seconds out of every
8. The performance of the system is not optimal
azbove 10 targets and the system behaviour is not
yet specified above 20 targets.

Saturation of the 1500 bits of a report DOY
excessing numoers of targets is a problem which
can be more serious when some sector nodes are
not functicning and their report sectors must be
absorbed into other report sectors. Figure 5
shows the redefinition of report sectors which
results when 2 single sector node fails. Each
neighbor has increased the area of its report
sector by one sixth and problems can result.
The report area of interest for nodes other than
the sector nodes, if unchanged from that shown
in Figure 4, are not sufficient to accomplish
the flow of surveillance information from the
area near Gthe failed sector node to the still
functioning sector nodes. The shape of the re-
port area of interest could be maintained and
the size increased. However this would mean
that &the same number of bits would be available
to summarize a larger area. The result would be
2 reduction in the target density which could be
nandled. The alternative actually selected is
to allow different shapes of report area of in-
terest for different nodes. For example nodes
near a3 functioning sector node and on the side
toward a failed sector node will have adjusted
areas of interest to enccmpass areas further
away towared the failed node without increasing
the size of its area of interest. The nature of
the communication pattern used to cause reports
to flow to sector nodes is such that reports
from the area near the failed node will reach
functioning nodes with delays on the order of
two secconds.

These issues would be more serious if more
nearby sector nodes were to stop functioning.

VII. COMMUNICATIONS.

The DSN system will make use of packet ra-
dios for communication. However, the DSN appli-
cation and traffic is quite different from that
for wnich packet radio networks have Deen
designed. The normal PRN application is for
large numbers of independent nodes each generat-
ing bursty. traffic with low average rates..
Although there are statistical delay specifica-
tions, occasionally very large delays may be ex-
perienced and tolerated. Errors and lost mes-
sages are universally not tolerated and the sys-
tem is designed and organized to enforce this as
much as possible. In general there 1is no
quaranteed performance for any individual user.

The DSN requirements differ substantially.
The basic DSN is an organized set of nodes work-
ing cooperatively. It is most likely that high
target density in an area will cause DSN commun-
jecation traffic to be high in that area. Satis-
factory performance must be assured at such
critical times. In particular some DSN func-
tions will require assured data rates and delays
even in the worst conditicns. Fortunately the
fact that the DSN nodes are not independent
should allow us to coordinate their communica-
tion and thus provide this essential guaranteed
response. In some cases lost messages or mes-
sages received in error (which can be treated as
lost messages) may be somewnat tolerable.

In this section we review a very simple
packet radio model being used for preliminary
DSN communications system design and - analysis,
review the major DSN communicaticn reguirements,
and outline 2 strawman approach for using packet
radios to furnish the required service. Only
area surveillance with 2 uniform grid of sensor
nodes is discussed. This is the most stressing
of the DSN system system geometry options from
the communication point of view. We have used a
regular hexagonal grid with the understanding
that it must be possible to adapt to any reason-
able regular or irregular distributicn of sen-
sors.

VII.1 Assumed Packet Radio Characteristics for
Inicial Design Purpoges.
The Distributed Sensor Network project nas

decided to use packet radio for communications.
In general the characteristics of a Upgraded
Packet Radio are assumed if they differ from the
current packet radio.

Qur model of the packet radio is very sim-
ple. We assume that in any given 10 =illi-
second period 2 packet with up to 1500 data bits

can be transmitted. The actual number of bits
in the packet may be as large as 2000 with the
extra 500 being error control and other informa-

We

tion not considered specifically to be data.



assume that the error control allows the re-
ceiver to detect and discard all packets re-
ceived in error. Nominally, this packet might
be heard by any neighboring node 10 to 20 km
away, with error rates discussed below.

We assume
transmitted is

that the time a packet is
under the control of the node's
DSN computer. We assume that a node cannot re-
ceive more than one packet at a time. We also
assume that if two nearby neighbors transmit
overlapping packets, then the two packets will
collide and neither will be received correctly.
(We do not use the potential of Upgraded Packet
Radio for receiving the first packet and ignor-
ing the second.)

For the purpose of preliminary system
analysis required to confirm that the DSN design
might work we have made- simple assumptions about
scommunication network connectivity and probabil-
ity of correct reception of a packet over a sin-
gle hop. We assume that 70% of all single hop
transmission paths of lengh 10 km will be use-
able. The rest will not be useable due to sit-
4ing, transmission path effects, and masking.
For paths of length 17 k= (second nearest neigh-
bors) the probability of useability is reduced
to 50%. Longer paths are assumed to not be use-
able at all. Finally, the single hop error free
transmission over 2 useable path is assumed to
be 70%. Such figure should be achievable in
practice.

¥II.2 General Communication Requirements.

The DSN communication system must furnish
several kinds of service. These are: (1)-Sensor
reports service, (2)-Surveillance reports and
command distribution service, and (3)-Special
point to point service. Each of these is dis-
cussed briefly below.

>Sensor reports servige.

Each sensor node will deliver a sensor re-
port once each second to all of the tracking
sites which are within one communication hop.
Such reports are a summary of the results of
processing recent sensor data. In general a
node may take more that a second to update its
local world view based cnly on its own sensors.
For example the current design calls for this to
be done one every two seconds for acoustic data
and once every four seconds for radar. Thus
with this situation more than one sensor report
will be available to distribute each new world
view generated from the sensors at the node.

to 2000
the rest
time and

A sensor report will contain up
bits. Of these 1500 may be data and
communication headers, error detection,
site information, 2and other overhead. Given a
message of this size each tracking node will re-
ceive (6x0.5+6x0.7)x2.0=14.4 kilobits and
transmit 2 kilobits every second. This follows
from the geometry and the crude link usability
model discussed zbove.
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There may be circumstances in which a sin-
gle hop link from a sensor to a tracking node
which should use it will not exist. Tracking
computers will be allowed to arrange to obtain
data from selected multi hop paths but only in
so far as the system has capacity to supply this
data without harming the operation of the
overall system. This will be done using the
special point to point service discussed Dbelow.
It is generally discouraged. The communication
capacity for such multi hop service is part of
the capacity required for special service and is
not considered to be part of the basic sensor
report service. The basic sensor report mechan-
ism is to be one hop.

The detailed use of the 2000 bits in a sen-
sor report is not yet specified. However it is
not likely that the number of bits (and thus the
traffic) can be substantially reduced. Although
the typical number of real targets in range of 2
sensor will be small--perhaps one or even
less--the system must be capable of handling
several targets and, as a direct result of try-
ing to report targets with poor signal to noise
ratios, will normally deliver several false
alarms each reporting period. Thus if only 10
possible targets are reported (sum of actual
target measurements and of possible ones which
in fact cannot be verified by multiple sites) we
find that only 150 bits are allocated- to each
possible target. In general we can think of the
sensor report as a summary of important charac-
teristics of frequency-wavenumber or range-
azimuth-doppler power distributions rather than
target reports as such. From this viewpoint we
could use some 150 bits to describe each of 10
interesting looking peaks in those maps.

>Sector Surveillance and Command Distribution
Service.

The DSN trial design includes surveillance
computers located every 50 km on a uniform grid.
Each of these collects a summary of target 1in-
formation over the whole area within about 25 km
of where it is located. It does this by col-
lecting surveillance information from tracking
computers within its surveillance sector.
Tracking information is passed inward towards
sector nodes as described in Section VI.

Somewhat arbitrarily we will require that
the DSN be able to report once each second on at
least 10 targets in the normal sector surveil-
lance area without regard to where in the area
they are located. If more targets are present
it may sometime be possible to get one second
reports but they will not be assured. In general
for more targets in the area the sector surveil-
lance computer can either be selective of the
targets it tracks or use more than one second to
complete a single surveillance survey of the
sector. If sector nodes are not functioning so
that sector surveillance areas are redefined znd
expanded larger delays are allowed. Specifical-
ly, aporoximately one second delay is allowed
for each normal surveillance sector which a re-



port must traverse.

Some 1500 bits should be sufficient to
represent the surveillance information for 10
targets in the area. If so a node broadcasting
its normal area of interest surveillance report
as discussed in Section VI will broadcast 1500
data bits with 500 bits of error correction and
other packet header information. The concept
that each node will broadcast a surveillance re-
port each second results in 14.4 kilobits incom-
ming surveillance reports and 2.0 outgoing at
each node as was the case for sensor reports.

In addition to reports flowing into sector
nodes there will be a flow of commands from the
sector nodes to the nodes within the surveil-
lance sector. This will be low data rate com=-
pared to the reports themselves.

>Special Point fo Point Servige.

Some users will need assured real time
point to point service in the DSN. For sxample,
ibove we mentioned alternate routing when the
standard one hop sensor report distribution ser-
vice is not adequate for a particular tracking
computer. Such users should be guaranteed a
communication rate and delay. The circuit will
nave assigned a probability that any particular
message will actually be transfered from end to
end. That probability will usually grow linear-
ly with the number of hops in the overall cir-
cuit. At any node along the route of the cir-
cuit the user must be zble to extract and add
data to messages as long as the outgoing link
remains within the rated capacity of the cir-
cuit. There will be needs for assured service
Wwith various capacity. For example the alterna-
tive routing of sensor reports to tracking com-
puters would require 2kb circuits. Here we only
discuss the maximum assured capacity which the
DSN must offer for users.

A point to point user could be located at a
sector surveillance site and need to examine in
detail 2 great deal of the data at a single
tracking. site in the sector. In this case the
rate to the tracking site is small--limited to a
few commands--but the rate into the sector sur-
veillance site could be large. The
node of interest could change as often as every
30 seconds to keep up with a target flying close
to the speed of sound. On occasion such data
may 21so be passed on to 2 user m@any surveil-
lance sectors away.

The high rate data of interest might Ge
sensor reports, sections of frequency-wavenumber
power maps, range-azimuth-doppler maps, or aven
raw data. Acoustic data is one likely kind of
raw data. It should be possible to at least ob-
tain raw data from a single channel of zcoustic
data. Such data is gathered at a 2 kilohertz
rate with 16 bit samples. Assuming 3 very nomi-
nal factor of two data compression this will
give a 16 kilobit per second data rate. Other
data of interest might be all the sensor data

tracking.
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reports being used by a particular tracking com-
puter. This would amount to at least 8.2x1.5
kilobits per second and probably somewhat more.
Another might be a radar clutter map of
100#36=3600 power values. Based on such con-
siderations we require the DSN to be able to
deliver point to point service at rates up to 17
kilobits per second.

If 16 khz circuits are to be supported then
any node must be able to deal with 32khz total
eircuit traffic at least. This is the sum of
the incoming and outgoing traffic. It can be
split arbitrarily between input and output in
general and each stream can in fact be any
number of smaller capacity circuits. Each of
the individual circuits will have its own error
rates and quarateed capacity and delays.

Delay characteristics for point to point
transmission should be similar to those for sur-
veillance reporting. That is, the delays on the
order of one second per surveillance sector
traversed are to be allowed.

In general a request for circuit service
must be made, the system will decide if it can
be supported, and it will be granted or denied.
Priority requestes may result in the ungranting
of currently quaranteed service.

¥II.3 Strawman Communication Orzanization.

The communication needs for DSN are consid-
erable. As outlined in the requirements section
above the message traffic (sum of incoming and
outgoing) at a single node can easily be 60 ki-
lobits per second or more and the delays must
not be excessive. To achieve this kind of
throughput using packet radio will take special
effort. Suppose the basic packet radio rate is
200 kbs. Random access or carrier sense access
to such a channel could seriously constrain DSN
performance. Their are various options to help
the situation. One is a system very much like
packet radio but with rates increased by almest

an order of magnitude by increasing bandwidth.
A second is to use a layered packet radio net-
work to effectively increase capacity. .This
would involve running several packet radioc net-

works simultaneously in the same frequency band
but with different codes. Each radio would have
multiple decoders and multiple encoders of the
signal. A third option is to recognize the
structured nature of the DSN system and to make
use of this to coordinate node transmissions so
that the available channel is very neavily used
and self-interference is minimized. This last
is the option which is further developed in this
section to indicate how a packet radic with a
200 kbs rate might furnish all DSN communica-
tions. Minor changes such as having a broadcast
mode as well as a point to point mode and allow-
ing packets which do not get retransmitted if
not acknowledged will be required.

>Qverview 2: ']gr-aj on _‘li ircuits



Version 1A DSN communications is modular-
ized by splitting all communications into
separate "circuits". A circuit is a particular
conceptual and algorithmic construct for commun-
ications. A circuit is a time ordered geometri-
cal pattern of packet transmissions. Roughly it
is a statement that specific nodes will transmit
packets in some specific order during a given
time. The algorithmic details of chosing which
nodes transmit when are flexible. But there
must be an explicit algorithm for each type of
circuit.

It is necessary to assign specific time in-
tervals to each circuit. Some circuits have the
potential for interferring substantially with
other circuits, and must be separated in time.
Other circuits may not seriously interfer with
each other, and need not be separated in time.

t takes 10 milliseconds to transmit a maximum
length 2000 bit packet. Therefore we will
divide each second into 100 intervals of 10 mil-
liseconds each, and assign some number of these
10 milli-second intervals to each circuit.

Version 1A defines three kinds of circuits:
the sensor circuit, the report circuit, and spe-
cial (query) circuits. These correspond to the
three kinds of services discussed in the re-
quirements section above. Of the 100 10 mil-
lisecond time intervals in-each second, 25 are
allocated to the sensor circuit, 25 to the re-
port circuit, and 50 to the various special cir-
cuits.

The sensor circuit moves messages {rom each
node to all its neighbors. There are no ack-
nowledgements, and any data that is to arrive
with high probablility must be retransmitted re-
peatedly.

The report circuit moves messages f{rom each
node to sector ncdes, which in turn are expected
to move the messages to a manned computer
center. The report circuit also moves occas-
sional control messages in the reverse direc-
tion, from the sector nodes to all other nodes.
Acknowlegment is optional for each message. Be-
cause of the many paths available to or from
sector nodes, an unacknowleged message has quite
a high probability of arriving at its destina-
tion, though this probability goes down when re-
port circuit traffic becomes very heavy and the
number of paths is reduced to accommodate the
load. Report circuit messages are broadcast so
they may be heard by all surrounding nodes, and
thereby are also the means by which each node
knows what its neighbors are tracking.

Special circuits are established on request
between any two nodes for data rates up to 17
kilobits per second in one direction, and a low
data rate in the reverse direction. Usually
these cireuits are used for querying a2 node, and
transmit data principally from that node to the
nearest sectcr node. Acknowlegment and re-
transmissions are automatic for special cir-
cuits, except that messages can be marked to be

thrown away if the backlog in the speecial cir-
cuit exceeds one of several limits (which in
normal situations happens very rarely).

Higher level system functions will general-
ly use both report and special circuits.

>Communication Patterns.

Simultaneous broadcasts by packet radios
separated Dby at least 50 kilometers cannot in-
terfer with each other for any DSN purpose.
Therefore we want to organize communication so
that only nodes separated by at least 50 kilome-
ters will broadcast simultaneously. This is
done by breaking the DSN into communication
cells with 50 km sides and arranging for no more
than one node in a cell to Dbroadcast at any
given time. We illustrate the idea here in
terms of the reports circuit.

The report circuit performs three func-
tions: it conveys report messages from arbitrary
nodes to sector nodes, from whence they are sent
to manned control centers; it broadecasts track-
ing results from each node to 2all neighboring
nodes, as an aid to the tracking programs in
neighboring nodes; and it broadecasts control
messages from each sector node to 2ll surround-
ing nodes.

The report circuit is a circuit with a typ-
ical broadcast pattern 2as shown in Figure 6.
The nodes within the parallelogram constitute
one communication cell. Such cells are repeated
throughout the DSN. With rather minimal local
coordination the pattern will effectively avoid
communication conflicts. The pattern is repeat-
ed once every second. As shown the sequence of
broadeasts is 1A...1F, 2A...2F, 3A...3F, 4,

5A...5F. Such a pattern can be used to move
data towards the sector nodes or away from the
sector nodes.

To see the flow away from the sector node

consider the cycle starting with U4 and proceed-
ing SA...5F, 1A...1F, 2A...2F. This can be used
to move data away from one sector node toward
another in case the first sector ncde is non-
functional, or has lost touch with the manned
computer center. Because it is capable of mov-
ing data away from sector nodes, the report cir-
cuit is also used to broadcast control messages
originating at manned computer centers and rout-
ed through the sector nodes.

The sequence 1A...1F, 2A...2F, 3A...%F,
SA...5F (4 is not used) obviously can be used to
move data towards the sector node. Since the
cycle is repeated once each second reports from
the more distant nodes in the sector will be re-
freshed each second.

It should be noted that this communication
scheme assumes that the DSN can contrecl the time
of a broadcast. Also %the flow over multiple
hops is not accomplished strictly by multi nop
communication paths under contrel of the commun-



ication system. The DSN computers have access
to messages in transit and modify these messages
before they are retransmitted. For example, in
moving data toward the sector node the node at
5C in the pattern has probably heard 1C, 3B, and
3C with enough lead time to incorporate their
information in the packet it will transmit.

VIII. SENSORS AND SENSOR DATA PROCESSING.

As noted in several other sections of this
paper each strawman DSN node includes a small
acoustic array and a small radar. In the fol-
lowing brief paragraphs we summarize the general
strawman sensor characteristics and processing
load required for those sensors. These sensors
and loads are only representative. This is par-
ticularly true of the radar option for wnich
there is a need for
analysis work before a sensor can be proposed
with much confidence. Low flying targets in
general and cruise missiles in particular do
present difficult sensor problems. More straw-
man sensor and zensor performance details will
be found in the papers "Single Node Detection
and Target Parameter EIstimation” by P. Demko and
"pcoustic Sensor Capabilities and Perfcrmance”
by T. Landers which appear elsewhere in this
workshop proceedings.

Each node in the strawman design includes
an array of 10 high quality microphones deployed
over a plane aperture of 3 meters. Digital data
are collected at the rate of 2000 samples per
second per channel. Once every two seconds a2 cne
second sample of array data are processed to
detect targets and 2stimate the direction from
which sound is comming at a large number of dif-
ferent frequencies. Alternate one second inter-
vals of data are not collected and the time may
be used from sensor calibration or other pur-
poses. Single node target detection and direec-
tion estimation makes use of high resolution
frequency-wavenumber signal processing. Detec-
tion and estimation depend upon finding in-
creases in the zmount of power which appears to
arrive at the array as a function of direction
and frequency. The single node processing load
amounts to zbout 11 million real adds or multi-
plies per seccond.

A small monostatie, coherent pulsed
doppler, two dimensional radar has been tenta-
tively selected as the strawman DSN radar. The

strawman radar at this time is not 2 serious
proposal for a specific radar but rather is a
somewnat arbitrary selection of some possible
radar characteristics for the purpose of sizing
computaticnal regquirements. The radar frequency
and other characteristics are subject to sub-
stantial changes as a result of further study.
Even the type of radar may be changed but it is
likely that our present selection would be the
most computaticnally demanding alternative so it
nas been selected as worst case starting point.
The strawman radar is L band (1.3 GHz). It uses
a2 10 kHz pulse repetition rate to operate out to

/,

considerable design and .

The antenna has about 10
degree azimuth resolution and 30 degree eleva-
tion beamwidth. The radar scans 360 degrees us-
ing 36 beams displaced from eachother by 10 de-
grees. Nine beam directions are used each
second. State of the art digital processing is
used to detect targets in radar ground clutter
and to make most effective use of doppler shifts
resulting from target motion. Targets are lo-
cated within 120 meter range cells but with poor
direction information. The processing load,
about half of which is FFT amounts to 25 million
read adds or multiplies per second for. a single
such radar.

about 12.5 km ranges.

IX. NODE HARDWARE CONFIGURATION.

The hardware configuration for each node in
the Version 1A DSN is shown in Figure 7. Nei-
ther the sensor nor the packet radio will be
discussed further in this section. The other
electronic hardware is assumed to be built with
currently existing integrated circuits but
higher level elements of the system are not now
commercially available. We have specified this
hardware to avoid compromising system perfor-
mance due to the use of slower commercial equip-
ment. The specification of considerable comput-
or hardware at each node will give the most
flexibility for software options. Even nore
computer power would be technically feasible but
no well defined requirement has yet developed.
The option shown is sufficient for the worst
case radar and acoustic signal processing at a
ncde with enough spare power for other DSN func-
tions. Ongoing design, simulation, and experi-
mental efforts will be used to determine if the
processing capability represented Dby Figure 7
will actually be required.

Except for a2 small amount of sensor specif-
iec and interface elesctronics the slectronics
consist of a main ccmputer, memory, and single
instruction multiple data stream processor
(SIMD) which could satisfy all known processing
requirements for 32 node. The outline of a
design for the main electronics has been com-
pleted and. the numbers of integrated circuits
required for eacn electronic subsystem has bDeen
roughly estimated. For the estimates obtained
and shown on the Figure the cost of the entire
node built to MIL SPEC would be $120,000 if we
assume that system cost is propostional to the
number of itegrated circuits and the system cost
per circuit is $60. The 360 figure is reason-
able at the present time and will probably de-

crease by a substantial percentage, between 30%
and 50%, each year in the immediate future. The
design and these estimates do not make use of
special developments in very large scale in-
tegration or of special custom chips. Such al-
ternatives could substantially reduce cost,
size, and power consumption.

The main processor serves for general pur-
pose computing and also as an input/ocutput chan-

nel processor for main memory. In its role as a



general purpose processor it will perform all
processing at the node which is not more ap-
propriately done by the faster, essentially
parallel, SIMD processor. This could include a
substantial amount of sensory AI processing.
Such sensory AI would be to make more effective
use of multidimentional power maps produced by
single sensor signal processing as the first
step toward target detection and parameter esti-
mation. The strawman design has the main pro-
cessor running an extension of the PDP-11 in-
struction set so that it can emulate the PDP-11
with high efficiency. The main differences
would be the following two. First, instruction
lengths are not the same: the instructions have
been reformated to allow 32 bit addressing, 32
registers, etc. Second, instructions must be
treated as read only because the main processor
design includes an instruction cache which is
not updated by data writes.

The main processor, although it is 20 times
faster than typical commercial minicomputers in
tight loop arithmetic computations, is still not
fast enough to handle the several tens of mil-
lions of arithmetic operations per second re-
quired for full acoustic and radar data process-
ing. For this purpose a special arithmetic pro-
cessor is employed. This processor is a 10 ele-
ment SIMD: a single instruction stream, multiple
data stream processor with 10 data units and one
instruction execution unit. Both acoustic and
radar processing at a single node naturally
decompose to be efficiently accomplished using
such an architecture. The SIMD design takes ad-
vantage of currently available high speed 16x16
multiplier chips.

Almost 2ll circuitry is intended to be low
power. Micro-cycle times are 250 nanoseconds,
and only a little processing is done in each
micro-cycle. For example, single precision
floating point adds are done in 750 nanoseconds
in the main computer, wnhereas Schottky circuitry
would do them in only 200 nanoseconds. The main
exception to low power are 16x16 multiplier
chips to be used by the SIMD processor. Each of
those chips consume several watts of power.

The processor briefly outlined here is not
presented as the only practical option for the
node slectronics. We have pursued a specific
option as part of our strawman design only to De
able to put on display one option which is
feasible and will satisfy our requirements.
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DISTRIBUTED SENSORS NETWORKS (DSN):

AN ATTEMPT TO DEFINE THE ISSUES

YECHIAM YEMINI

USC/INFORMATION SCIENCES INSTITUTE

This paper draws upon ideas from a number of
sources and persons, in particular, lengthy
discussions with J. Barnett and D. Conen, whose
invaluabls help I wish to acknowledge. However, I
sear the sole responsibility for the opinions
axnressed. the errors made, and the final form of
the paper.

1.0 Qbiagtiva of this paper

It seems appropriate at this early stage of

researcn to take a zlobal view of the DSN problem.
This paper presents an initial attempt to obtain
this goal; it should be read as a working paper
wnose main opurpose is to trigger responses and
focus attention on some of the issues.

The method we have chosen to nelp define the issues
centers on identifying the potential functions of
DSN. These issues include intelligent integrated
signal processing’ architecture, developing
architecture to support decentralized cooperative
processing, z2nd overall design proolems.

Finally, the development of DSN, integrating three
zajor tachnologies (i.e., sensor,
computer-communication, and information-processing
technologies), will require expertise in zany
fields. We nave compiled an annotated bibliograpay
of some key papers, survey papers and books that
may help the reader to Zain insights into thne scope
and focus of some relevant technologies.

1.1 DSN, soge termingology,

3y a faature-set we mean 2 set whose 2lements
represent possible values of some target parameter
(e.g., position, neading, type of aireraft,
atc.). A tapget featyre is a time function assuming
values in some fsature-set (e.Z., the track pursued
oy 2 target, the velocity of a target, the spectral
formants of the noise smitted by a2 target, 2tc.). A
target is an object consisting of z set of features
and certzin relationsnips between them.

is a device that can observe a function, oe
called gpservation, of some target-{eatures. The
opservation depends, in addition to the featurs

i
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observed, upon two sets of parameters: intrinsic
sensor's parameters (e.z., the object of tae
sensor's observation, the rate of sampling,
internal noise, etc.) and extrinsic oparameters,
resulting from the interaction DJetween the
observable ~feature and the sensor's environment
(e.g., limited field of view, weather conditions,

etec.).

A DSN consists of a set of sensors, a communication

network, and a set of processing elements. The
sensors may cbserve targets in a given area; tae
information collected ©oy the sensors is then
communicated to elements that process the

observations and communicate between themselves t0
extract target-features. Note that we classified

the network elements according to functions;
traditionally, a few of those functions are
sometimes incorporated into a single device, the
borderline between functions not always clearly
marked.

1.2 DSN. an inference-derivation systeg.

A DSN aay be thought of as a larze
inference-derivation system: The process of

inferring is based upon some prior knowledge about
relations between target-f2atures and coservaticns;
it may consist of both logical and statistic

derivations and follow, typically, the GSayesian
inference paradigm. That is, the observed data is
emplcyed to improve apricri knowledge of targets.
The inferred posterior knowledge serves as the
prior Kknowledge, on the basis of wnich =n
observations are to be explained. Accordingly, the
state of the inference process at each acment
consists of the set of all present peliefs that it

nolds. This state is modifiad as new oJdservaticns
or inferences are made.

Loosely speaking, the intellizence of a DSN
consists of its ability to recognize, learn, 2nd
use relationships ©osetween fsatures to deriv

inferences.

As an example consider a DSN that opserves <the
acoustic emissions and radar reflecticans from 3 set
of low=flying aircrafts. At the lowest level of
recognition, the DSN tries to ianfer target
parameters such as azimutas, ranges, 3and velccitiss
from the observations. Once these 2aizner-lavel
features are extracted, the DSN needs to relate tane
parameters eoxtractad frca tne acoustic noise znd
those extracted from radar reflection. The next
step may be to compare the present estization 2
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extract features of the tracks pursued Dy the
targets. At still a higher level of intelligence,
it may be possible to extract information about 2a
possible enemy-plan from a set of target tracks and
their composition.

Although higher-level features may be inferred from
combinations of lower level features, the inferencs
progess is et L - In fact,
nigher-level recognition of features can pe fed
pack to lower-level inference derivations to
improve their prior information. This typical
Bayesian approach to inference can serve to cut
-down the combinatorially explosive size of
processing at the lower-levels. For instance, in
an acoustic array the spatially distributed
ocbservations of acoustic emissions are temporally
and spatially correlated. The correlation function
is analyzed spectrally to produce a map of the
power spectrum as a function of the vector wave
number. The azimuth to the source of emission is
found by 2 maximum likelihood analysis of the map.
The process of mnapping the power spectrum in the
Wwave-number plane involves an enormous amount of
computation. The amount of computation may be
radically cut down if the algorithm had some prior
"slues” on the nature of the source (i.e., expected
direction of arrival, expected speed, spectral
signature) from some higher-level recognition
process. Such clues can be used to reduce the
range of wave numbers to be searched.

—\nnngaﬁ;‘a-

Let us consider some of the results of distributing

DSN components (i.e., sensors and processors). The
purpose of the distribution is twofold. First,

distributing sensing, processing, and communication
capabilities obtains a higher degree of reliable
coverage and survivability. Second, the function
of sensing may best de served Dy distributing the

sensing power. Indeed, since a sensor's
capabilities may depend upon its relative location
with respect to the target, distributing the

sensing capabilities augments the area covered by
any single sensor. This is particularly true of
targst scenarios in which the targets try to avoid

detection (e.2., low-flying airecraft, silent
submarines). In addition, using a variety of
sensors can provide an effective corroboration

mechanism between different observations.

The distribution of the observation process implies
a2 distribution of the processing and a suitable
communication mechanism Dbetween the different
parts, posing difficult architectural problems.
How should we organize the network? How should we
allocate functions, responsibilities and resources?

dow should we establisn useful communication
mechanisms? We call these organizational issues
problems of degentralized architecture.

We snall reserve the word distributed to denote
spatial distribution, wnile degentralized will

denote a mode of organization and operation where
no single process possesses the power and knowledge
to monitor, control, and coordinate the activities
of all other processes.

The two major problems of the DSN project are

1. To develop integrated inference systems
to extract target-features from
distributed observations.

2. To develop decentralized architecture and
algorithms to support the inference
system.

In wnat follows we shall consider some of the
issues arising from the two problems. However,

before proceeding to a detailed discussion of the
issues, let us comment on the significance of the
DSN development effort to other relaced
technelegies.

1.4 DSN, what contributions can be expected?
It is premature to try to answer this guestion
accurately. Nevertheless it is important to keep
in mind some possible scenarios of ailitary
information processing in the next decade.
Therefore, rather than attempting to answer the
question, we will present some possicle
technological problems to wnich the DSN research
effort may be highly relevant.

In the mid-1980s military effectiveness will depend
upon rapid collection, interpretation, evaluation,
and dissemination of information. By that time a
major portion of all strategic and tactical
information will be computer-processable, and
automated information processing will replace
traditional manual methods. Achieving an
integrated information system encompassing the full
spectrum of command, control, and communication
(C3) functions will require a major architecturs
development ef{ort in order to integrate the

- corresponding C3 technologies.

The Distributed Sensor Networks (DSN) research will
contribute to the development of integratasd c3
information systems in two forms: first, smart
sensor networks will form an essential part of
future integrated military information systems, and
second, DSN offer a microcosm of the future

operation of integrated C3 systems.
Problems of developing real-time,
function-oriented, high-lavel protocols, piscing
together partial information to extract
intelligence and feeding tnis intelligence back to
alleviate computational processes, designing
software for decentralized large-scale processing,
and integrating communication and processing to
support each other are not unigue to DSN, but are
an essential part of c3 systems architecture. It

is in this sense that the DSN project transcends
its immediate gocals 2nd can Dbe expected to
contribute to the development of  concepts,

methodologies, and solutions to general problems of
C3 systems archnitecture.



2. DSN F UNCTIONS

The first issue to be addressed is: What
specifically do we expect DSN to do for us? The
DSN 3zcal is to extract information about targets
from observables detected oy a set of sensors and
then to report it. This goal needs to be defined
more accurately.

The description of the goal of a DSN must consist
of two parts. First, it is necessary to describe
the environment in which the DSN will operate.
What type of targets are expected? What are the

observables produced by those targets and the
relationships between them? What do the sensors
observe? What are the characteristics of the

zeographical environment in which the DSN is to
operate? and so on.

Second, it is required to describe the type of
information that we wisn the DSN to deliver and the
mode of reporting. What are the features that we
wish to be reported by the DSN? Wnere should the
reports Doe delivered? When should features be
reported? How should an interactive mode of
reporting De established (i.e., to permit human
operators to request specific types of reports, or
to focus the attention of the DSN on features of
particular interest)?

In addition, a performance-evaluation scheme should
e establisned to measure the. derit of the DSN.
Wnat is it oprecisely that we wisn to optimize in
the "quality" of reports? Is it possible to direct
the DSN through an interactive process to adapt to
diffarent external performance objectives (say, as
defined by a numan operator)?

Work should be carried out to abstract and define

precisely tne boundary of interaction between DSN °

and human operators, to establish agreed linguistic
primitives for proper interaction, to define the
possible performance objectives of DSN, and so on.

Once +tne expected functions of DOSN are well
understocd, we can proceed to develop the system to
provide those functions. The problems that we face
consist (as noted in the previocus section) of two
classes: orcolems of drawing inferences from
distributed observations and problems of organizing
decentralized architecture. In the following
sections we consider the two classes of problems
more carefully.

2 4ITECTURE I0 SUPPORT INFERENCES EROM
RISTRIZUTED QBSCRVATIONS.

In this section we shall restrict ocur attention to

the "DS" part of DSN: Namely, what are the issues
in developing intelligent processing of distributed
observations from 2 variety of sensors? The
constraints of decentralized processing of
observations will ©be considered in the next
section.

DSN are large integrated signal-processing systeas
wnose 1main differences rom classical sensor

w

w

systems, as far as signal-processing is concerned,
are the level of intelligence that we expect Lo
extract from signals and the intelligence that is
required to produce this information. Intelligence
is the answer to the challenge of tracking targets
that can not be fully observed. That is, im the
absence of full observation of the targets, we have
to use intelligence to piece together the little
information that we may have. HWhat are the
igportant issues to De addressed io 'nsxsxnnins

arcpitecturs Lo support intelligeat
ionfere i systems?

To answer the question posed above we should
digress on the problem of inferring from
observations. Perhaps the best way to proceed is
by considering a detailed exaample. We shall

consider a DSN using acoustic semsors in order to
ground the issues in a specific context. However,
the issues raised are by no means restricted to the
example and can be 2asily generalized to other DSN
scenarios.

Consider the case of an aircraft emitting acoustic
noise. The level of noise and its spectral
composition depend upon intrinsic properties of the
sources of emission (e.5., engine type and rpms).
The noise emitted is modified by the envircnment of
the source (e.g., atmosgpheric conditions,
geomorphology) to induce a field of acoustic noise
over a certain region. This acoustic field is a
typical spatially distributed cbservable.

3.1.2 Observaticns,
The acoustic field may be sampled dy 2 micropnhone.

The sampled wave provides lggal infermation about
the observabple. The local

sample may be
statistically analyzed to extract some target
features. Specifically,

1. It is possible to test the nypothesis
that the observed sample has Deen
produced Dy 2 target against the
hypothesis that it is an environmental
noise.

2. It is possible to estimate the speed of a
moving target from the Doppler saift of
frequencies.

3. It is possible to classify the target
from its spectral signature.

4, It is possible to estimate the 3azimuth to
the target using a directicmal micropnone.

The possibility and accuracy c¢f the apove
inferences depend upon two factors: the quality of
observations and the sopnistication of thi

inferring processes.



For instance, testing whether a target exists
against background noises depends upon the level of
background noise (e.g., strong winds may sound like
tarzets). However, a sophisticated process could
learn about characteristics of the environmental
noise from past ~ observations and use this
intelligence to obtain more accurate resolution of
hypothesis. For instance, it may be possible to
learn about the spectral characteristics of the
wind and identify new spectral components belonging
to other sources, as the sources appear. How
should inference algoritoms lsarn from Rast

observations? How could the information learned oe
used?

- .

In the previous section we considered point
observations of acoustic emissions. The main
problem to be approached in this section is: What

can be inferred from a discrete set of spatdally
distributed samples?

First, it may be possible to employ spatially
distributed observations to improve the
signal-to-noise ratio (SNR). In other words, Dby

apolying averaging processes- to the set of point
observations, it is possible to reduce uncorrelated
noises (just another application of the laws of
large numbers). The noises to be reduced are those
produced by the environment and intrinsic sensor
noises. The internal noises of different sensors
can pe kapt uncorrelated Dy using standard methods.
The 2nvironment is more difficult to handle. ir
the sensors are far enough apart, the environmental
noises are uncorrelated. However, if the sensors
are close to each other, the environmental noise
may be hignly correlated and an averaging process
will nhave an adverse effect on noise level (e.3.,
the noise of wind in a tightly packed array of
microphones is a typical example). It is possible
to wuse better filtering processes to reduce
correlated noise. However, this requires that we
nave information about the nature of the noise,
possibly also requiring a filter that learns and
adapts to the noise. In additionm, 2 sophisticated
noise filtering may be computationally expensive.

Second, it is possible to use the distributed
observations to infer spatial properties of the
noise source. For instance, ©»dy correlating
spatially distributed observations of an acoustic
wave, it is possible to infer the direction of
propagation and thus the azimuth to the target.

Such a capability requires that the processing
algorithm be aware of the time and location of the
observations to within a high accuracy. The
problem of coordinating the time-space dimensions
af the observations vis-a-vis the time-space
dimensions of the observables is a key
organizational problem. The overriding factor in
obtaining a suitable space-time syncaronization is
the speed of communication. The correlation of
some observations rsquires that a large volume of
information be accurately communicated at a nigh
speed to @meet the requirement of real-time

processing. for instance, in an array of
microphones, the extraction of azimuth to the
source requires that the sampled observations of
the acoustic wave be correlated. This process
requires a wide communication bandwidth between
each observer and the processing algorithm. On the
other hand, when the information to De processed
consists of a small number of azimuth measurements
(from a few arrays), the communication bandwidth
demand is small. What are the suitapdle
orzanizational structures for DS Lo mest
sSpace-time goordination reguired bv the infercing
progesses?

1.2 Acchitecture Lo support  realstize

3.2.1 Hierarchical sxtraction of information=—tpe
"rm‘llﬁl‘ njnglangn

As described in the introduction, the Bayesian
paradigm of statistical derivation of inferences
consists of improving the state of knowledge
through iterative feedback. This paradizm implies
a "two-way pipeline" inference architecture.
Observations are first processed leccally to extract
some target-features. The information derived may
be delivered to a higher-level processing algorithm
that combines the pieces of information to extract
nigher-level associations to be delivered to higher
processing levels, and so on. The upstream
pipeline is an information compressor turning
billions of observational bits into a small report
to be delivered to the user.

The downstream pipeline returns information about
the present state of target information, to be used

as a prior knowledge to support lower-level
processing. (Note that this two-way pipeline can
map user's instructions and other external

nigh-level information downstream.) In addition,
nigher levels can identify electronic and other
enemy counter measures and instruct lower levels to

_respond accordingzly.

It may be possible to carry out a resource
management policy which adapts to the information
available on a target scenario. For instance, it
is possible to focus the attention of directicnal
sources to those directions from whica targets are
expected to arrive. It is also possible to turn
radars on and off when targets appear or disappear
or when they may be endangered Dy smart bombds.

How should we structure the two-way pifeline?
Wpicn infersnces ars to be progessed at shicd
level? How sioould we use tne inferences to acnieve
intelligent resource zapagegent DOLICV?

2 2 2 ’ncgpwing m ""‘a]’:j:ﬂ"

A major consideration in structuring a nierarcnical

two-way inference pipeline 1is the space-time
structure cof the observations. The spatial
structure of the ccmmunication and processing

resources is an overriding factor in deciding the
allocation of functions and responsibilities amecng



network nodes. We shall consider the resulting
problems in section 4. However, the requirement
that processing snould occur in real-time has
implications beyond questions of resource
management .

Different target-features have different temporal

behavior--some change rapidly, others remain
invariant. The notion of "real-time" changes from
one feature to another. Accordingly, the

xnouledge—oases and the inferring processes at each
level in the hierarchy should rerlect the temporal
nature of the nowledge.

Another aspect of the TMreal-time” processing
requirement is that old data acquired must often be
discarded to permit new data to be processed. In
deciding wnether to discard data and which data to
discard, the inference process mnust evaluate the
relative significance of the data. The value of
information about a target-feature is a function of
botn its time and its content.

How should the inference processes zanage thelir
xncwledge-bases to reflect the temporal nature of
the xncwledgze and to svaluate tie significance of
Mmdmmuﬁkwm
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3.2.3 Commupication detween inferring processSes.

In this section we discuss semantic aspects of the
communication between inferring processes. Once
responsibilities are allocated to the different
levels of the two-way infarence pipeline, it is
necessary to provide for an efficient mechanism to
communicate knowledge between the different levels.

The main questions are: What to commupicate? and
dow to commupicate?

To answer the first question we should first
identify the objective of communication. Loosely
speaking, the objective of communication is
twofold, to update the knowledge possessed by the

respective processes and to direct their attention.
Accordingly, it is required to identify which
<nowledge may bDe required by which processes. How
should that knowlsdge de represented? How should
one inference process support the operation of
others? Finally, how should higner level inferring
crocesses dynamically focus the attention of the
lower levels?

Another class of oproblems, arising f{rom the
distributed nature of the inference processes, is
the propolem of data-agscociztion. How do processes
that reason about a muititarget scenario relate the
(possioly different) images of the same scenario
that they may have? What glopbal view may De
developed and how may it be developed?

These are the major issues as far as the semantics
of communicating inference processes is concerned.
In section 4.1 we shall consider the more general
problem of comamunication in a decentralized system.

3
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4, ARCHITECTURE TO SUPPORT DECENTRALIZATION.

In addition to issues arising
develop integrated intelligent
architecture, it is necessary to understand and
address issues arising from the decentralized
nature of the participating processes. A line of
distinection should be drawn between the "classical"
notion of "distributed" architecture and our needs.
Qur main concern is to teach networks how to solve
problems (e.g., as described in the previous
sections) together. We shall call this
"decentralized" computation as opposed to "P & V "
problems of classical distributed processing. '

from the need to
signal -processing

Problems of decentralized cooperation are beyond
the scope of present day practices of
network-protocol development. Cur problem starts
at the point where present network protocols
terminate; that is, once the issues of now to
provide the ©best communication schemes are
resolved, how is the communication facility to be
used to obtain optimal cooperative problem solving?

OQur main concern is to develop protocols for
real-time decentralized cooperative problem
solving. However, since the issues invelved in

developing real-time communication protocols are
far from being resolved, a major offert is required
to bridge the gap between existing approaches to
nigh-level protocols and the communication needs of
DSN.

4,1 It is pecessarv to introduce new tvpes of
communication protocols.

The function of ccmmunication protocols is tc use
the communication resources affsctively to provide
a suitable communication medium for application
processes. The application processes in the DSN

environment. are distinguisned by two iamportant
characteristics: first, they have to process
real-time data in real-time and, second, they

require close czooperation in order to proceed with
their individual computations. These two
characteristics dominate the arena of D3N protocsl
development .

4,11 fupction-oriented aizn-level apolication
arotocols.

The main problem is that we have no methodology to
design and implement "network-computations". How
should computaticnal tasks be allocated? How
should the communication mechanism be used ¢to

advance the computations? How should we express
(linguistically speaking) communicating algerithas?
How should we model and design communicating
computational processes? How should the protocol
carry out an efficient resource management?

4.1.2 Proplexgs of real-tigZe orotocols.

As discussed in section 3.2.2, the characteristic
feature of real-time algorithms is that the :at
they process carries a virtual time stamp; it lose



its value as time progresses. The objective of a
real-time protocol is not just to deliver data but
to deliver as much data-value as possible (hnere the
value nas to do with both, the significance of the
data for the processes and the time at which the
data was produced). This objective implies that
such classical protocol objectives as, 100% reliable
delivery are irrelevant. There is no point in
insisting on delivery of outdated messages and
tying up communication. resources to serve them at
the expense of larger delay for recent data.
Therefore, a real-time protocol may discard
outdated messages and/or give priority service to
messages according to their "value".

Such a protocol is distinguished from classical
protocols not only in its objectives but also in
its possible requirements for implementation. For
instance, a classical principle of protocol design
is the principle of "transparency”. Namely,
service of messages Dy low=-lesvel protocols should
be independent of their contents. A real-time
protocol, on the other hand, may be required to
provide service whose quality depends upon the
value of the data content of the message. This in
turn implies that nign-level protocols need to be
abla to pass content-dependent service instructions
to low-level protocols all the way down.

In addition, it is required that the application
processes can instruct the communication protocol
about how value should be assigned to data. That
is, the criteria for comparing the value of
different messages are Ddeyond the scope of the
protocol.

Therefore, the proolems faced by real-time protocol
developers are substantially different from
existing practices. Many new concepts and methods
will hnave to be introduced to structure a good
real-time protocol.

4.2 Qrzapizational -mm:n of decentralized
a:ﬂnj:ng:":a

Little is known abcut efficient organizational
structures to perform tasks. The problem has deen
qualitatively studied by economists and recently by
control-theoreticians. However, the problem is far
from being understood in spite of its significance
to many fields of knowledge. The eccnomists have
been mainly interested in descriptive models that,
due to the complexity of human-organizationms, are
usually very crude. Control theoreticians, on the
other hand, have restricted their interest to
systems possessing a sufficiently simple
mathematical description and even for those
systems the problems of decentralization nhave not
been adequately addressed.

With the advent of computer-communication networks,
the problem of "programming networks" and
organizing them to perform real-time computations

will ©become significant. Being the first
"special-purpose" ccmputer networks for real-time
distributed processing, DSN can De expected to

contribute significantly to the understanding of
organizational probleas of large-scale
decentralized systems.

4.2.1 Decentralized computations.

How should we organize
distributed processes to perform a cooperative
global problem solving? How should the processes
reach agreements? Saould control flow Dbetween
processes? How should they coordinate local
decisions to optimize global objectives? How
should control flow between processes? How should
we secure global convergence of local iterations to
a desirable state?

a system of "myopic"

1.2.2 Orzanizatiopal structures.

How should we establish nierarchies of
computational responsibilities? How should we
tailor the organizational structure to suit the
nature of the task to be performed and the
availability of resources? How should processing
and communication resources be allocated to support
effective decentralized processing? What are the

performance parameters and the tradeoffs (e.g.,
between communication and processing)? How can a
large-scale system adapt to a global state to

achieve global objectives on the basis of local
observations only?

Probiems of decentralized prcceésing will demand a
major interdisciplinary research effort. The
metnodologies developed to address the specific
problems of DSN can be sexpected to Dear major
significance in the general uncerstanding and
development of function-oriented organizations for
large-scale computational systems.

5. PROBLEMS OF MODELLING AND DESICN

Here we have a large number of standard problems,
some of wnich may have 2 specific DSN flavor.

1. Establishing DSN tec maximize coverage.

Topological optimization of
locations and distribution of sensor
power. Choice of sensor power to
optimize coverage. Alternative sensors'

configurations and mixtures.

sensor

Performance and design parameters.

Identify critical performance and design
parameters and their relations.
Performance optimization. Problems of
reliable operation and survivability.

e ety i

Are open for discussion.

7. ANNOTATSD 3IBL I0GRAPHY

The bibliograpny reflects essentially ay personal
taste. There nas been no attempt to precduce 2n
extensive list of refarences. My choice nas Deen



directed mainly by the need to expose different
technologiss and methodologies. The answers to DSN
problems cannot pe found in these references,
although some fundamental relevant ideas may.

YAN-TREES H. L.
nggs:jnn :azinaijgn and Mﬂdnlihiﬂn
Theorv, Part I, J. Wiley & Sons, Inc.,
1968.
The "Sible" of signal estimation theory. Chapters
2, 3, parts of 4% and 5, contain an excellent
introduction to problems of filtering and
estimation. The second half of part III contains

an extensive discussion of problems of parameter
estimation from radar returns.

CAPON J.

"Hi gh-Resolution Frequency-wavenumber
Spectrum Analysis", Broe., IEEE, Vol. 57,

NO. 3, August 1969.

LACOSS R. T.

"Review of Some Technique for
Processing", in Zxploitation of Seismoaraocn
Networks, Ed. Beauchamp, NATO Advanced
Study Institutes Series, Series E: Applied
Sciences No. 11, Nordhoff - Leiden
1975.

Array

Both papers discuss the nigh-resolution technique
for analyzing the map of the power-spectrum
funetion, over the wave-number plane. The
tscnnique is the cne used tc sxtract source azimuth
by cross-correlating the observations of the
acoustic (or seismic) field as measured 0y an
acoustic array. The first paper is highly
theoretical, the second is more practical and is
the best starting point.

3AR-SHALOM T.

"Tracking Methods in a Multitarget
Savironment”, IZEE T i aon
Auto Control, Vol. AC-23, No. 4,
August 1378.

A good survey of the problem with good references.
The problem of Multitarget Detection requires
intelligent detection algorithms that resolve the
oroplem of data-association (i.e., associating data
from sequential observations). This last problem
is described and analyzed in

SITTLER R. W.
"An Optimal Data Association Problem in

Surveillance Theory", IZZE Iraps. Mil.
Zlegtron., Vol. MIL-3, pp. 125-139, April
1364.

1.2 AL software for inference drawing
ZAMAN L. & LESSER V.
’JE*EQE'V-T'~

Tutorial, Introduction %
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e

Retrospective View, Department of Computer

Science, CMU, Report No. CMU=CS=-78=117,
May, 1978.
Describes Hearsay-II, 2 speech understanding
system. Of particular interest to the DSN project
is the Blackboard Architecture: A communication
mechanism between the inference processes (=acn
considered an "expert" in performing certain
inferences), displaying the present state of
knowledge.
SMITH R. G. % DAVIES R.
Problem Solvipg: Ihe Cootract
Net Approach, Computer Science Department,
Stanford University, Report No.
STAN-CS-78-647, September 1373.
An approach to distributed problem sclving is
deseribed wheredby processes compete for the
services of =ach other by bidding. The bdids are
used by the serving wmechanisms to establish
priority service.
7.3 Decentralized cooperative probleq solving

7.3.1 The view of ecopomists and decision theorv
MARSCHAK & RADNER

Zconomic Theorv of Ieams, Cowles Foundation
Monograph 22, Yale University-Press, 1972.

The first part of the book is dedicated to an in
depth study of the relation between statistical
decision theory and rational decision making in
organizaticns. The second part is a mind-provoking
study of cooperative statistical decision making.
Still unsurpassed in depth.

LUCE & RAIFFA

Games and Decisions, J. Wiley & Soms, Iac.,
1967.
A oritical introduction to game theory and

statistical decision theory. There is an extensive
introduction to preplems of group decision naking,
culminating in chapter 14, wnere some of the major
dichotomies are exposed.

7.3.2 The view of control tieory

IZEE
Irans. Auto, Coptrol, Special Issue on
Large=-3cale Systens and Decentralized

Control, Vol. AC-23, No. 2, April 1978.

The survey article oy Sandel 2tal. (pp. 108-128)
is comprenensive and contains an extensive
bibliograpny (Attenticn: read the conclusicn of
the survey). Other papers range DOdetween good to
uninteresting. The paper b5y Hassan =t al. (pp.
262) on decentralized computaticn of a Xalman

filter bears some significance to the preoolem of

position-tracking. The paper dy Ho 3t al. (ppo.
305) illuminates scme of the azajer tascretical
difficulties.



McQUILLAN & CERF
A Practical

Communications Protocols”,
Computer Society, 1978.

View of Computer
Tutorial, IEEE

The only comprenensive introduction to problems of
protocol design. Contains reproduction of many
important papers on the sub ject. The paper DY
J. MeQuillan "The Evolution of Message Processing

Techniques in the ARPA network" is particularly
recommended.
IEEE
Proceedings, Special Issue on Packet
Communication Networks, Vol. 66, No. 11,

Novemper 1978.

A fresh collection of invited papers covering the
full spectrum of packet-switched Computer
Communication networks. The tutorial on protocols
(pp. 1346) and the paper on high-level protocols
(1371) are reccmmended as a prelude to DSN protocol
development. Tae description of PRNets (pp.
is essential to tne understanding of DSN
communication.

1468) -

KAHN R. E.

"The Organization of Computer Resources
into a Packet Radio Network", IEEEC Trans.
Commugications, Vol. COM=-25, No. 1, Jan.

A well organized exposition of the major issues in
PRNets.

1.5 Resource management in computer sysStems.

KLEINROCK L.

Queyeing Svsteds,
Sons, Inc., 1976.

Vol. II, J. Wiley &

The first volume <can serve as a
introduction to queueing theory. The second volume
is devoted to applications. Chapter 4 describes a
menu of scheduling algorithms and analyses of their
queueing performance. Chapters 5 and A contain an

general

introduction, as yet unsurpassed, Gto resource
management problems in computer communicatica
networks.



SENSOR TUTORIAL

By
R. Lacoss
Massachusetts Institute of Technology
Lincoln Laboratory
Cambridge, Mass. 02142

SUMMARY,

A general survey of sensor alternatives for
detecting low flying aircraft and obtaining tar-
get metrics will be presented.

There are two distinet kinds of sensors.
They are (1)-active, and (2)-passive. Passive
sensors measure radiation produced directly by
the target of interest. The major radiations of

value are (1)=-sound, (2)-infared from heat
sources, and (3)-altimeter or radar radiations
from the aireraft. The primary active sensor of
interest is radar,of which there are very many
alternatives. :

Following are some of the source charac-

teristics which relate to passive sensors.
First, all sources have very complicated radia-
tion patterns. The spectrum and intensity of
radiated energy will vary very much depending
upon the orientation of the observing sensor
with respect to the aircraft. That radiation
pattern is also difficult to predict in detail
with much certainty. As acoustic or infared
sources aireraft are continuous radiators. The
best a sensor can do is to extract 2 spectrum
and estimate the direction from which the radia-
tion is comming. Crosscorrelations between
widely spaced sensors could in theory determine
relative times of arrival of signals at the two
sensors but radiation patterns and transmission
path effects tend to make this impossible. The
signals from the airecraft altimeter or radars
are generally pulses and a sensor can determine
both direction zand time of arrival. Of course
this source is available only if the aircraft is
using the radiating equipment.

Microphones can be used to gather data from
which speectra can be measured. The problem is
to determine if the spectrum is from an aircraft
or is just some other noise in the area. One
help for this is to use a form of directional
dicrophone or small array to measure the direc-
tion from which sounds are comming. Much more on
the detection procedure and the characteristics
of acoustic sources and sensors will de found in
the papers by Landers and Demko in this
workshop.

We also note that sound from 2 low flying
aireraft couples into the ground below the air-
eraft to create seismic waves which can be meas-
ured by seismometers. In general the detection
range for those seismic signals will be auch
less than the range for acoustic signals. How-

o1

ever seismometers might be of value to identify
non airecraft sources such as land vehnicles.

Infared sensors measure the amount of radi-
ation which hits them in the infared region.
Several different bands can be used to obtain a
simple signature of the radiation. Such sensors
are combined with optics to view a very small
field. of view. This field of view is scanned
and a neat picture of the region near the sensor
is obtained. Aircraft should be local hot spots

in that picture. Thus passive infared can ob-
tain a  signature and directicn. In general
these can be quite complicated sensors and

currect technology seems to require cryogenic

cooling to achieve the sensitivity for aircraft
at several kilometer ranges.
Both acoustics and infared must contend

with transmission path effects. For infared the
transmission path effects primarily involve at-
tenuation and line of sight limitations. At-
tenuation is not a major issue for acoustics in
the frequency band of interest. Line of sight
is some limitation but not nearly so seriocus.

The major acoustic path effects result from the
velocity structure of the medium and are dis-
cussed in detail by Landers.

The major problem for both acoustizs and

infared is to detect and identify the target in
the presence of all other acoustic or infared
noise sources in the area. Given the 2bility to
do that they both give spectral information arnd

direction. However, due to the slow speed of
propagation of sound, the measured acoustic
direction is where the aircraft was and not
where it is.
Active Sensors.

Radar of course operates by radiatinz a

signal which interacts with the target, is rera-
diated from the target, and detected ty the sen-
sor. The radar cross section of a target is 2
measure of the reradiation characteristcs cf the
target. It will fluctuate wildly as a function
of the orientation of aircraft with respect to
both the incident energy 2nd the detecting sen-
sor. The corresponding characteristic for pas-
sive sensors is the non isotropic radiation pat-
tern mentioned above.

The signal to noise ratio, and thus ability
to detect, 2 target in free space depends ucon
the amount of radiated power, the fourth power
of the range to the target and the target's
cross section. However for low flying
there are additional important considerations.
In particular these are terrain masking,
clutter, and multipathing. Terrain masking is
obvicus. Depending upcn the topograchy ancé how
well sited a radar
limit for very low targets may
tens of kilometers cr less.
favor of relatively small radars. Two kinds
clutter are of interest. Unfortunately
ground and other stationary things attached

aircraft

is used the line of sight

fow

be only =2




it reradiate signals Jjust like real targets.
These signals are called ground clutter and must
be dealt with. Other clutter results from mov-
ing objects. The most important of these are
weather, trees, and birds. Finally, the signal
reradiated from a low flying aircraft can skip
on the gound to get to a receiver as well as ar-
rive by the direct path. This is called mul=-
tipathing.

The variety of radars which can be con-
structed is very great.

First there are options on the radar signal
shape. Simple pulsed radars measure the time
delay from transmission to the reception of the
reradiated signal. Continuous wave (CW) radars
measure only the fregquency shift of the reradi-
ated signal from moving targets. From this
doppler measurement target velocity information
can be obtained. Also, use of doppler is a
prime way to operate in ground clutter with mov-
ing targets. Hybrid pulsed doppler radars can
be used to obtain both range and doppler infor-
mation. There are many other alternmatives but
these will not be discussed.

Second there is the choise between monos- -

tatic or multistatic. In a monostatic radar the
transmitter and receiver are colocated. Thus
range measurements are the range from the sensor
to the target and velocity measurements, or
velocity used to determine if a target is mov-
ing, are the radial velocity with respect to the
sensor. In multistatic (or bistatic if there is
only cne receiver) the transmitter is at one po-
sition and the receivers are at a different po-
sition. This is not 2 common mode for radars.
There can be difficult timing and coordination
problems for multistatic operation.

Finally there is the issue of directionali-
ty. Transmission antennas and receiving anten-
nas generally are quite directional. This tends
to conserve power and 1is very helpful wit
respect to clutter. Traditiocnally the direc-
tionality is also used to obtain directional in-
formation. Unfortunately good directionality
requires large antennas and is somewhat at odds
with the DSN concept. Fortunately the use of
multiple range measurements for target location
is generally superior to what can be achieved
from a single directional radar.
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MULTISITE ACQUSTIC LOCATION

By

Robert Walton
Lincoln Laboratory
Massachusetts Institute of Technology
Cambridge, Mass. 02142

ABSTRACT

Two acoustic arrays 10 km apart are used to lo-
cate a sub-sonic aireraft in the horizontal
plane. The arrays measure azimuth of sound from
the aircraft. If the latter is flying very
slowly, it is located at the intersection of
straight lines drawn from the sensors in the
irection of the azimuths measured at the time
the plane is to be located. If the plane is
flying faster, the straignt lines become curved
because of the finite speed of sound, and meas-
urements made over intervals of time must Dbe
used instead of measurements made at 2 single
time. But the general picture remains very much
the same. The effects of azimuth errors are
similar for slow and fast aireraft, though
geometrical diagrams relating error magnitude to
zirepraft location distort as the aireraft velo-
ecity changes. Aircraft neight, which causes no
srror for very slow aircraft, causes only small
srrors for fast aireraft flying below 1 km.

-y -

Our goal is to snow that an aircraft can be lo-
cated in the horizontal plane using data from
only two acoustic sensors. Each sensor is a mi-
cropnone array whose outputs are of the form
"sound is coming from azimuth {(horizontal direc-
tion) % at <time t." The two-sensor method
described below contains ideas basic to any DSN
tracking low flying aireraft with acoustic array
senscrs.

LOCATING AN AIRCRAFT
Suppose we have two sensors, S1 and S,, located

10 xm apart, and both at the same height, which
is zerc in our coordinate system. Suppose a

plane is flying a2around somewhere, and the az-
imuth vs. time curves for the two sensors are
as in Figure 1.

First, we want to find the plane at time t, as-
suming (with no particular reason) that the

plane is at height z = 0. Consider just the S1
data. The sound emitted by the plane at time €
must arrive at S, at some time £, > t. Let 4,
be the azimputh reading measuresd for tize t,.
Then at time t the plane is distance

R, = (t1 - t)"(speed of sound)
from 51, or at horizontal distance
i
ry= \lR? Fig®
from S,. Given t,, we have found 4, and r.,

which specify a point in the horizontal plane.
The set of all pairs (r1, é6,) givem by all
t, > t generates a curve of possible positions
in the horizontal plane for the airplane at time
t. We call this latter curve the possible posi-
tion curve for S, t, and z=0. Figure 2 shows
such curves for t = =30, =26, =22, -18, =14, and
=10 seconds, z = 0, and both 51 and SZ' Note
that the possible position curve for 2 sensor
originates at that sensor, which is the point on
the curve corresponding ¢to t1 = t, unless the
available measured azimuth curve begins after

: time €.

At time t the plane must be at the intersection
of the 31 and S, curves for given t and z, as-
suming that the piane is actually at height z.
Thus for each t we get a plane locaticn. Con=-
necting these locations with straight 1lines
gives the computed plane path displayed in Fig-
ure 2. The computed plane path in Figure 2 is
just about equal to the actual plane path so the
actual path is not displayed. The plane is ac-
tually flying a straight line at 0.9 Mach and
height 0.1 km. The difference between the as-
sumed height z = 0 and actual height 0.1 km
results in negligible error.

The possible position curves for t = =22 and -18
have multiple intersections: the extra intersec-
tions are labelled G denoting ghost. A crude
automatic algorithm has been used in all our ex-
amples to distinguish real position measurements
from ghosts and trace the computed path.

AZIMUTH ZRRORS

We now consider the effects of errors in azimuth
measurement. Suppose each such measurement 4 is
replaced by a range of measurements (g-e, d+e)
where e is the maximum possible error in 4.
Then each possibls position curve is replaced by
a region shaped like a nighway. The boundaries
of this region are just the possible position
curve rotated by +e a2nd -e degrees arocund the

sensor. Figure 3 shows these possible position
regions for t = =30, -18, and -6 with z = 0 and
2 = 5 degrees. Also shown are the computed

path, plus the ghosts for t = -18,

For particular t and z the intersections of the
S, and S, possible position regions deteramine an
intersecgion region where the plane will De
found. This region zenerally contains all plane
locations and ghcsts found in the previcus sec-

tion for given t and z. Basically, ghosts are
the result of nearly <tangentially intersecting
possible position curves, 2znd are associatad

Wwith an elongated intersection region containing



the true postion plus ghosts. Noise in the az-
imuth readings can cause ghosts anywhere in the
intersection region.

The intersection angle of the S, and S, possible
position curves indicates whether the intersec-
tion region will be elongated. For mathematical
reasons we consider this angle to have a range
from 0 to 360 degrees, with 180 degrees being
the usual angle for tangential intersection.
Angles between 180 - 2e and 180 + 2e degrees
will generally result in elongated intersection
‘regions, whereas angles near 90 or 270 degrees
will generally result in small rectangular in-
tersection regions. The intersection angle can
be computed as follows. From the point at which
the plane is located draw three velocity vectors
(see Figure 4):

v The plane's apparent horizontal velocity.

v, Points at S, and has magnitude
(speed of sound)/cos 8 where 8, is the
slevation angle of the plane at the given

point (depends on z).

v Similar to v but for S, and 8,.

2 1 2 2
Then the direction of the S1 possible position
curve going through the point is W, = o and
of the S2 curve is w, = v - vz.
As an aside we indicate why the procedure just
given works. At time t the plane is at the
given position emitting sound received by S, at
time t, and angle &,. At time t+dt the plane
nas moved by an incremental position dt'v emit-
ting sound received by 51 at time :1+dt1 and an-

gle 6,+d6,. Let w. be a vector directed along
the possible position curve for S, such that
moving an incremental position dt'w from the

original position will also correspond to the
same change (dt1, dé.) in the azimuth curve for
S,. Consider the iocal rectilinear coordinate

system i, i,, i, at the aircraft location asso-
ciated with global spherical coordinates with
origin S,, where i_is the unit vector directed
from S to the given position, i, is the unit
vector in the direction of increasing 4, and 1

is the unit vector in the direction of increas-
ing 8. Then if r is the horizontal distance
between S1 and the plane location,

dé, = dt (v 16) / ry
d61=dt (w1'16) ¥4 r,

dt, = dt + dt (;'?r / speed of sound)

dt, = dt (w1

] ;r / speed of sound).

These last equations imply

w

178
o
1T
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i
e

speed of sound + 7

= v - v, where

The equations just given imply ;1 1

v, is chosen so that

speed of sound = - v i,

0 = V1 id'
While v is the apparent horizontal velocity for
the computed path, and not the plane's actual
norizontal veloecity, we will ignore the distinc-
tion here because the difference between these
velocities will be small as long as the error in
position due to misestimated height z is small.
(If the position were accurate both these velo-
cities would be the same, because they give the
same rates of azimuth change for S, and 52).
Note, however, that an actual vertical component
to the plane velocity is equivalent to a radial
horizontal component, because it projects on i ,
but this equivalent horizontal component is dif-
ferent for each sensor, and cannot be expressed
by changing the apparent horizontal velocity of
the plane. So our calculations are not exact
unless the plane actually has zero vertical

velocity, or unless the assumed height z = 0.

For given z and v, curves of constant intersec-
tion angle can be plotted in the horizontal
plane. These constant intersection angle curves
nave sensor as end points, and are show in Fig-
ure 5 for z = 0 and the actual plane velocity v.
We call the region in which the intersection an-
gle lies between 180 - 2e and 180 + 2e degrees
the region of linear ambiguity, because in that
region plane position can only be localized in
one dimension.

Comparison of Figures 3 and 5 suggests that the
intersection angle is not a very precise ajeasure
of how well a plane is localized. The region of
linear ambiguity is nonetheless a useful
descriptive concept.

Figure 6 shows the computed paths of the four
corners of the intersection regions for times
including those of Figure 2. The intersection
regions tend %o lie between the outermost of
these four paths. One clearly sees the changes
in 1length of the intersection regions as inter-
section angle changes. Near the regicn of
linear ambiguity, the cornmers of the intersec-
tion regions exchange positions relative to each
other, with their computed paths crossing over
each other.

ERBORS IN ASSUMED HEICHT

Figure 7 displays the computed plane paths for
three different assumed heights, z = 0, 1, and 2
xm. Not much change is observed as 2z changes,

except in the region of linear ambiguity.

Figure 8 is just Figure 2 but with assumed
height z = 2 km instead of z = 0. Note that not
only have the ghosts disappeared, but there is

also no intersection at all of the possible
sition curves for t = -18 seconds.

po=

Errors in



azimuth can also eliminate intersections.

Figure 9 displays possible position curves for
t =0 and z =0, 1, and 2. Changes in z only
cause changes in the radial distance to the sen-
sor, and therefore change the possible position
curve significantly only when that curve is per-
pendicular to the radial direction from the sen-
sor. Maximum perpendicularity is achieved by
fast (nearly Mach 1.0) planes flying nearly to-
ward the sensor. 3But if such a plane is between
the two sensors, it will have a nearly radial
possible position curve for the other sensor,
and consequently the possible position curve for
the other sensor will not change much with
changing z. So changing z in Figure 9 moves the
intersection point along one of the two inter-
secting possible position curves.

Changing z induces a radial translation in a
possible position curve very similar to the ra-
dial translation induced by changing t. Thus in
Figure 9, changing z moves the intersection
point along the actual path. As a result,
misestimating 2z does not misestimate the plane
path, but only the times at which the plane is
at various points on that path.

For planes flying between the sensors changing z
generally results in a position error parallel
to the plane path.

0 T IS T

Time series azimuth measurements from just two
sensors, plus an estimate of plane height, can
be used to locate a plane within a box, the in-
tersection region of two possible position re-
gzions. For approximately half of a typical
plane path this intersection region is a nicely
benaved rectangular box, but elsewhere the re-
gion is elongated and may become U shaped. The
major exception to this rule occurs when the
plane flies along the straight line through the
sensors, passing very near both sensors.

For two sensors 10 km apart and planes flying no
nigher than 1 km, the effect of misestimating
the plane height is usually minimal.

AZIMUTH ANGLE (deg)

Azimuth angles vs. t
sensors S; and Sy for some aircraft
to be located.
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Abstract

Datz from a 5 meter array of microphones
has been qollected and analyzed in the band 20-
200 Hz to find the accuracy to which the azimuth
of low=-flying subsonic aircraft can be tracked
and +to measure signal levels as a function of
range. Flight paths were radar tracked and
recorded on digital tape. Propagation character-
istics were calculated from measured meteorological
3data and were used to help interpret observed
signal level variations. The aircraft included
helicopter, prop-driven and jet aircraft which
flew 30 km reversed linear tracks at altitudes
of 70 m, 300 m and 1 xm. Azimuth was measured
by applying maximum-likelihood frequency-
wavenumber analysis to the digitized data from
the ‘ractional wavelength array of microphcnes.
VMeasured azimuths, after the appropriate moving
source corrections, were found to be accurate IO
ithin a Tew degrees at ranges well beycrnd 5 km.
ltering and array gain allowed us To cbtain
cd azimuth estimates for aircraft signals at
ast 10 4B below the background noise level.

(b (o] l":j (

0 '

Intrcduction

During June 1977, an experiment was conducted
2t Fort Huachuce, Arizona, for the purpose of
2ollecting acoustic and seismic array data for
low-flying aircraft travelling at subsonic
velocities. This experiment differed from all
previous work kncwn to us in thet the exactT
position of the sircrafi as a function of time
was octained by racording radar tracking informa-

+ion on digital tape.

The radar tracking and reccrding service

was provided by the ”nlte States Army Electronic

Proving Ground (USAEPG), Fort Huachucs, Arizona.
Tn addition, USAEPG arranged for aircraft
communication facilities, power, ballcon "‘-1*5
to gather meteorological data, surveillance
radar, and general physical support. The acoustic
and seismic measurement and recording equipment
and the necessary personnel to set up and operate
i+ were provided by th United States Army Corpvs
of Engineers Waterways Ixperiment Station (WES).
WES also provided the analog-to- ital ta
i V1 ksburg,

git
conversion services a2t their facility in

«

Mississippi.

In addition to source location requirements,
the experiment was designed < include as complete
a set of the various aircraft source types 2as
possible and known atmospheric acoustic transmis-
sion characteristics. There are essentially
four different aircraft acoustic source TyTeS,
and cne of each class was =mployed in the exp ri-

ment. The aircraft were: an A-T7 jet, 2 lMohawk
QV-1D #win-engined turboprop, 2= Beechcraft U-3
twin reciprocating-type prop, and 2 UH-1 helicopter.
To adequately cover the possibility of atmospheric
propagation problems, the experiment was designed
such that each aircraft flew reversed tracks 30

km in length at altitudes of 70 m, 300 m, and 1
m above the recording site, and 2 circular

track of radius L to 5 xm about the recording
site. The tracks were repeated at various times
when predicted meteorclogical conditions might
have caused significant differences in =coustic
propagation characteristics. To firmly establish
acoustic propagation characteristics at those
times, two meteorological ballcon flights were
conducted at the expected extreme acoustic
conditions, early morning and mid-afternoon.

The aircraft flight paths were radar tracked and
controlled and recorded on digital tape. Synchro-
nized accustic data were analog recorded at the
sensor site.

The acoustic-seismic sensors and recording
van setup is shown in Fiz. 1, d the array
setup is shown in Fig. 2. The array was designed
to provide unaliased yet complete a2nd resolvable
wavenumber coverage appropriate to the frequency
range S5 to 300 Hz for phase velocities of the
speed of scund and greater Referring to Figz.
2, the instruments beglnnldg with GR were General
Radio type 1560-P5 microphones, 3K were B&K
type 4165 microphones, DR were CBS type 6065
+hree-component gradient microphones, ERT was a
General Radioc type 1961-9601 electret mic -onncne,
and S were three-component Mark Products L4
gecphones. The seismometers were placed approxi-
mately 15 cm below ground level on cememt piers.
ERT was placed at 3 m above ground level, and
all of the other microphcnes at 1 m above ground
level. A GR microrhone was placed approximately
1/2 m NW of the arrey tc cbtain large range
signal coherence information.

rations, aircraft acoustic
and seismic data were reccried on snalog tare.
An additionel amount of time was spent recordéing
ambient ncise conditions during various parts of
the day and night and conducting instrumen
calibrations. Intervals of the data represen ting
agch aircraft iype were digitized 2t 5000 Hz.
Figures 3 through 6 show =xamples of digitized
data for esch aircraft type on the various
instruments. We note that, as expected, blade-
rate harmonic-type signdls dcminate for pror-
driven aircraft and the overall signal coherence
is high for all aircraft types. We also observe
gzood S/N ratios in the datsa. The OV-1D data
were taken during bad surface wind con iticns
(gusting to 25 knots Ecwev-,, the acoustic
noise from the wind is well out of the signal
vand znd the inband 3/ is still qui
ncte that acoustic signal detec
are not necessarl ly af
ambient noise i
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Analvsis and Evaluation of Experimental Data

Preliminary results based on 2 review and
analysis of a2 part of the experimental data are
summarized in the fcllowing secticms. In order
to interpret the results properly and to under-
stand the potential use of acoustic sensors, one
must be aware of certain significant moving-
source and atmospher*c-oropagation-effects.

These well known effects as they apply tc our
“ar‘xcular situaticn are *eviewed in the sections
preceding the analysis and evaluation.

Moving-Source Effects

Consider that at time t
moving at cc
vt from th

a sound source,

nstant velocity v, is at a distance
closest point of approach (cpa) <o

an observation peint O. Let the distance between

0 and cpa te r so that the distance of the

source from O at time t is

" 3 - ]
D(t) = /r" + vt

The sound arriving at O came from the
when it was at scme earlier position,

source
say a

iistance of R from O. The time required for
sound to travel R (i.e., R/c, where c equals the
speed of sound) will equal the time the source

took to move from R to D. Let that be a2 distance
L. Since the source moves at v, then we have
that L = MR where M, the Mach

L/w = R/e
number, is defined at v/c. The geometry of this

situation i3 shown in Fig. 7. From the figure
we have
2 2 ‘a
R =r +# (MR - vt)
and so, Zor subsonic v, the acoustic range is
given bty
N 2\ 2 2,25 2
R(z) = [-Mvt + /fl -M)r° + ¥/ -)
Using this relat ’- nship, the following relation-
ships are found-: the true azimuth,
v(t) = tan” (=vt/r),

+the acoustic azimuth,

:an-"’WR re)/rl,

$(t) =

- M sin(9)],

the accustic range rate,

-V(f/fa)sin(o),

$ , rnl
o(t) = -rv(2/_)/R
and the far-field pressure envelope
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the behavior of these
M = 0.12, respectively,

Figures 8 and ¢ show
functions of M = 0.75 and
which are the maximum and minimum values used in
the experiment. We note the following properties
of these functions which apply to a greater
axtent for larger Mach numbers and a lesser
extent for smaller Mach numbers. As shown in
the figures, the acoustic position is delayed
relative to the actual position in proportion %o
the Mach numbers. At large equal distances, the
pressure on the incoming path is greater than
the pregsure on .he outbound path by a factor of
(1 + M)</(1 - M)°. For example, a source traveling
hal? the speed of sound radiates four times the
power forward as backward. Additionally, the
peak pressure comes vefore the venicle is at
cpa. Finally, we note that large changes in
azimuth, excess pressure, and doppler (£/f_ ),
take place primarily in the region when thé
vehicle is within about *r/c of cpa.

Metecrological Effects

In support of the =x‘e*iment, +wo balloons
were launched tc gather sound speed, wind velocity,
and relative humidity date. 3alloon flights
were scheduled during the expected mOST extrem
acoustic conditions. The purpose was %o obtain
an appropriate data base for determining the
importance of sound refract ion and attenuation
over the observed detection range and siznal
variations. The Tirst balloon was launched
during the mid-afterncon (approximately 3 p.:.
local “ime) when the normal lapse rate would
have 2 high positive temperature gradient approach-
ing the ground surface. During such conditions,

the sound velocity profile is monotonically
jecreasing upwards causing sound 2nergy to ce

continuously refracted upward at level of
the troposphere. Under such ceonditions, detection
ranges should te less than aversge. Additionally,
during this pericd small- and larg a=-scale thermal
convection is expected o nave non-neglizible
acoustic 2ffacts by 'zcrnas;,g ‘he background
acoustic noise level (wind noise) snd introducing
asymmetry in ;rc;agat.cn characteristics.
chenomencn, due <o wind velocity gradients
alter the effective sound velocitly profile
function of propagatio F

svery

This
will
as a

T

re

|
4

direction. Fi
shows <he meteorclogical data collecte during
:h;s time span. The wind directio is nct shown
lthough thet data was 21so cbtaineé from th
valloon tracking data. The scund speed is that
calculated directly Zrom the emnerat_re data.
Tigure 11 shows the east-west gecometrical ;{cpaga-
~ion charascteristics (based on ray tracing ) for
sources at 200, 900, aznd 3000 £t apove grou d
level. Oniy the critical distances are
and not <he ray paths. Tae calculatio
shadow zones at 2.1 m west 2nd 1
the source at 200 £t altity
that start out more aorizontal

20

ude; i.e., 2il rays

or upward than

he critical rays are turned upward telore

resching <he ground. Similar statements are

srue for the sources at the aigher altituce with
he shadow zone distances given iIn

'reai ts scme

ce at 300 £t al

P

Ray theory also

£3a13 o +*ha S
field from the scour




ducted in an easterly direction. Given changes
in the meteorological conditions, or changes in
topography, such energy might be detected at
large ranges. It is noted that detection range
(assumed proportional to the shadow-zone range)
is directly proportional to the source altitude
for these meteorclogical conditionms.,

The second balloon was launched durinhg the
eerly morning (approximately 3 a.m). At this
time, the normal lapse rate should de underlain
by 2 high negative temperature gradient approaching
the ground surface. Under these conditions, the
sound-speed profile has a zone of low values
near the surface. Energy entering that zone
will be refracted toward the ground, increasing
+he effective detection range. During pericds
when such velocity conditions persist, better

than average detection ranges should be encountered.

Upper level winds during this time period may
also have severe propagation path effects.
HZowever, there is not much small-scale lower
level turbulence at that time and comsequently
low background noise levels should te encountered.
Figure 12 shows the balloon data collected
iuring this early morning flight, and Fig. 13
shows the ray-tracing results based on these
data. Just opposite to the mid-afterncon results,
he lowest source has the largest detection

e. Again, winds produce asymmetry and scme
ducting occurs, but overall much larger propagation
iistances can be expected during these conditionms.

oot §

In summary of the theoretical ray-tracing
results, we expected geometrical detecticn

ranges of at least #10 km for all the scurces
during gzood acoustic pericds and of at least a
few kxilometers during unfavorable acousti
sonditions. Ambient noise ccnditions due %o
surface winds, rain, etc., will of course make

jetection more difficult but should not signifi-
cantly change the above effects for systems of
sufficient dynamic range. In reality, larger
jdetection ranges should be expected from energy
jiferacted znd scatitered into the shallow-
zone region. Lastly, when wind gradients are on
+he order of normal sound-speed gradients,
asymmetrical propagation conditions will exist.

that is

Cbserved Detection Ranges

Direct analog plots of most of the acoustic
data wers obtained in the field. Unfortunately,
+he time base on these plets is xnown only to
within a few tens of seconds, or equivalentl
+he aircraft location is known only o within a
few kilometers. Additionally, plotter noise
starts 2t about 30 4B below full scale. The
result is that when using the plotted analog
jata, estimated acoustic range may be in error
by about a kilcmeter and meximum signal dymamic
range will be about 35 dB. Figures 1k to 18
show the amplitudes of detected signals on these
analog plots as functions of acoustic range.

The acoustic range was derived from the radar

<racking data and the moving source effect

formulas given previously. The solid curved
ne c

lines on the plots indicate normal gecmetri

al
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spreading for a homogeneous atmosphere.
wvertical lines show the gecmetrical shadow
boundaries determined from the metecrological
data. TFinally, the peak noise level is given by
the horizontal lines.

The

The data presented in the Tigures can be
summarized as follows: in all cases, with only
35 dB of effective dynamic range, the aircraft
were acoustically detectable out tc at least 10
km, although not always on both the inbound and
outbound paths. Amplitudes die off at about the
gecmetrical rate, appropriate to a homogeneous
atmosphere, up to the calculated geometrical
shadow boundary for the actual atmospheric
conditions. In the diffracted region, signal
levels are diminished as expected, though still
at detectable levels. These observations are
consistent with the predictions based on the
measured meteorological condtions. Finally, we
note that even though the ambient or background
noise level is often considerably greater than
the signal level, the detection level is still
nigh since the noise and signal energy are well
separated in frequency.

Spectral Cbservations

-

Figures 19 through 25 show spectra computed
at l-sec intervals for each aircraft type during
selected parts of their flight paths. TFigures
19 to 23 show the UH-1 helicopter beginning at b
m inbound, 4 lm outbound, and circling at 2 5-
im distance, respectively. The velocity of th
aircraft was about 40 m/sec, therefore each
segment represents a change in position of 40 =.
The basic blade-rate frequency for the UH-1 was

11 Hz. TFigures 22 and 23 show similar spectra

for the U-8, and Figs. 24 and 25 show spectrz

for the A-T and OV-1D, respectively.  Fundasmental
blade-rate freguency for the U-8 was 180 Hz and
shaft rate 60 Hz. The OV-1D blade-rate frequency
was 70 Hz. Tach spectrum clearly shows that the
signal is composed of a combination of fundamental
and harmonic Sreguencies, with the exception of
A-T7 spectra which have the expected broadband
appearance. We note that the “undamental {(or

lowest harmonic in the data tand) is not necessarily

the dominant peak and further, and mere imporzant,
the overall spectral pattern can be highly
dependent on the position of the scurce with
respect to the receivers. In general, such
results indicate that target classification (as
to jet, turboprop, or helicopter) should ® -

straightforward. However, tracking and multisite
target identification will be more difficuit to

schisve. As %o Fig. 25, we ncte the Doppler
hif+ as the OV-1D passes cpa and the low-
equency (put out of the signal band) wind-
oise interference during the later porticn of
he <race. Figure 2€ shows the improvement
ned with simple high-pass filtering.
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array configuration shown in Fig. 27. The
purpose was to establish the feasibility of
making useful azimuth measurements using a small
acoustic array. It is important to distinguish
between accuracy and precision in acoustics
since, while an acoustic wavefront crossing an
array may be such that a very precise measurement
of its direction and velocity can te made, the
direction may not very accurately point to the
source from which the sound originated. Inaccu-
racies of considerable megnitude may be present,
due to crosswinds, topographic reflections,
horizontal temperature gradients, and in general,

the complicated acoustic nature of the troposphere.

Figure 28 shows the impulse response of the
array contoured in 1-d3 intervals in wavenumber
space. The circle labeled C is the wavenumber
corresponding to the speed of sound, and any
propagating sound fields crossing the array will
have their pcwer within this circle. Figures 29
and 30 show high-resclution and conventicnal
wavenumber spectra for a UH-1 at 8 xm acoustic
'auge. A measure of precision is the width of

1-dB contour which is a function primarily
the array configuration and chosen frequency.

this case, the width is about 12°. The
curacy is dead on. The conventicnal spectrum,
1though less precise, is also dead on

true direction of the source. Figures 21,
, and 33 show the results for, respectively,

3 at 5 lm, an A-7 at 8 km, 2nd an OV-1D at

In each case, the accuracy is weéll
the precision and on the order of at most
a faw ‘eg*ees. Figure 34 shows the cbserved
acoustic 2zimuth obtained from the acoustic
srray processing as a function of the acoustic
range obtained from the radar data for a complete
track. The kxnown acoustic azimuth, again

+<he radar data, is shown by the sclid line.
While it is premature to judge that acoustic

irection will generally be determinable to the
accuracy found here, these resulis indicate that
such is possible.
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High-Level Protocols

ROBERT F. SPROULL ano DAN COHEN

Invited Paper

Abstract—High-level protocols (HLP's) are the high-level languages of
distributed systems. In a resource-sharing network, HLP’s link processes
working on a common application. The design of an HLP is decom-
posed into three components: language, coding, and transport. The
language expresses the commands and data passed between processes.
It is designed to provide standardization and device independence, in
order to use a small number of HLP's to address a range of applications
implemented on a variety of computer systems. Coding converts the
language into digital messages. Finally, a transport system is used to
transmit the messages from one process to another—experience with
HLP’s has shown that different HLP’s require different transport be-
haviors. This paper describes some examples of HLP’s (ARPA network
voice and graphics protocols), and argues that modern techniques for
expressing structure and control in programming languages should be
applied to analogous problems in communication among application
processes in a network.

- I. INTRODUCTION

IGH-LEVEL PROTOCOLS (HLP’s) are the high-level
Hlanguages (HLL’s) of a distributed computing environ-

ment. They are the means by which a communications
network and processing resources in the network are harnessed
in an orderly way to accomplish some task. Using different
resources in an application on a single computer is by now nat-
ural, aided by operating systems, high-level languages memory
management, and other well-established tools. But a resource-
sharing computer network offers to an application the resources
available throughout the network [18], [29] —to harness these
distributed resources requires the collaboration of several com-
puters and many computational processes, and, therefore, a
set of conventions for harmonious communication that ex-
tends throughout the distributed environment. HLP’s are
these conventions.

The term ‘‘high-level protocol” attempts to distinguish
protocols designed to control the computing processes involved
in an application from “low-level protocols” designed primarily
to control communication processes. Two computer processes
require communications in order to transmit collections of bits
from one to the other. But it is the HLP that assigns an inter-
pretation to the bits, and thus allows each process to control
the other. An analogy may be helpful. To call a department
store on the telephone is simply to establish communication.
But when the caller says, “Please send me two pillowcases,
catalog number X802, and bill my account,” he is using an
HLP that controls ordering goods. Thus the HLP is imple-
mented “on top of”’ the low-level communication protocols.

Manuscript received February 25, 1978; revised June 9, 1978. This
work was supported by the Advanced Research Projects Agency of the
Department of Defense under Contract DAHC-15-72-C-0308, ARPA
Order 2223, and under Contract F44620-73-C-0074, monitored by the
Air Force Office of Scientific Research.

R. F. Sproull is with the Computer Science Department, Carnegie-
Meilon University, Pittsburgh, PA 15213.

D. Cohen is with USC/Information Sciences Institute, Marina del Rey,
CA 30291.

Of course, HLP’s that control computer processes need precise
definitions of commands and responses, and cannot rely on
human intelligence to provide an interpretation. (The paper
by Pouzin and Zimmermann [26] in this issue introduces the
notion of “protocol” and the concept of “layering” by which
an HLP is implemented in terms of lower level communica-
tions protocols. Their term “application control” is equivalent
to our “high-level protocol.”) -

The services available in a resource-sharing network are
sufficiently diverse that several different HLP’s need to be de-
signed. For example, HLP’s have been developed to control
job entry, interactive terminals, file systems, graphics displays,
resource allocation, and. voice transmission in distributed en-
vironments. But why are HLP’s required to control these
services? Is not the communication provided by a network
sufficient? The need can be demonstrated by an example. At
first, using a file storage service seems to be a simple matter of
sending a file to the service as a serial stream of bits, and subse-
quently retrieving the same stream. But additional attributes
of the file must also be saved and retrieved: a file name, some
information about how the file is to be protected from un-
authorized access, accounting information to permit charging
for the storage of the file, and so forth. Moreover, a file
service must provide more operations than storage and retrieval:
enumerating names of files stored, deleting or renaming files,
moving files from one storage medium to another, etc. The
HLP must select among these operations, provide the informa-
tion needed by them, and report errors encountered as the
operations progress, in addition to simply transmitting file data.

A resource-sharing network becomes increasingly valuable as
more HLP’s that offer services are designed and implemented.
Thus an overall objective of protocol development is to seek
methods and tools that simplify HLP design and implementa-
tion. Already, experience with HLP’s has uncovered common
design techniques, some of which are reviewed in this paper.
But techniques for specifying HLP’s and for implementing
them remain primitive. We argue that methodology and tools
for designing and implementing HLP’s can be improved by
applying notions developed for HLL’s—in effect extending the
HLL into a distributed environment. Just as the HLL frees
the programmer from many tiresome details of programming a
particular computer, the extension frees the programmer from
the tiresome details of dealing with network communications.

To construct such an argument, a better understanding of
actual HLP’s is required. The remainder of this introductory
section illustrates the range of HLP’s used in a resource-sharing
network. Section II builds a detailed understanding of the in-
gredients and requirements of HLP’s by defining a model and
characterizing some very different protocols in terms of the
model. Section III reviews the issues faced in the design of
HLP’s, and common techniques used in the designs. Finally,

0018-9219/78/1100-13771300.75 © 1978 IEEE
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Fig. 1. A resource-sharing network. “User processes” obtain services
from “server processes,” under the control of HLP’. Heavy lines link-
ing processes in the illustration denote the logical connections that
carry HLP. These connections are unreiated to the physical organiza-
tion of the network.

Section IV shows how many of the needs of HLP’s can be
addressed by HLL facilities.

A. The Role of HLP's

HLP’s are used in two slightly different ways in networks.
In the first use, the basis of resource-sharing networks, HLP’s
control the services offered by resources in the network. Vari-
ous sites in the network implement server processes that offer
a specific service to any user process that communicates re-
quests to it (Fig. 1). In these settings, activities are instigated
by the user process; the server is a willing slave. Examples of
important scivices are as follows. -

a) Remote job entry service: A user process submits to the
server a file of text that controls running batch jobs (job con-
trol language). Later, the user process may retrieve from the
job entry server the “listing” text produced asa result of the job.

b) Remote terminal service: A user process can “login” to .

a timesharing system service, and subsequently send and re-
ceive characters as if it were a terminal on the system. We shall
use the term “TELNET” for this service, adopting the name
of the protocol used in the ARPA network [7].

¢) File service: A user process can send data files to the
service for storage and subsequent retrieval. The file service
may be provided with conventional disk equipment, or may
have special file-storage resources such as a mass memory.

d) Mail service: A service accepts text messages addressed
to individual people. Later the individuals can interrogate the
service through a user process to receive any mail that has
been left for them.

e) Resource-sharing service: This service accepts requests
from user processes to allocate resources of the computer sys-
tem on which the service executes (jobs, processes, files, I/O
devices), and makes these resources available to other processes
in the network [36].

Each of these services has a corresponding HLP for accessing
and controlling the server process. These services are analogous
to the services that are offered on a single computer by an
operating system. A mechanism for storing files, for example,
is a vital service provided by an operating system. Extending
this service into a resource-sharing network allows greater
sharing of the file data, as well as economical storage of files
with specialized hardware. Thus HLP’s are not entirely new
phenomena—similar concepts have existed within operating
systems—but are now being revealed as they are extended
into networks.

A second use for HLP’s links in a symmetric fashion two
processes that are part of a single application. Sucha link may
be the result of the division of a software system into separate
modules. Or it may be that the communicating parties them-
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selves are symmetric, as is the case in the network voice proto-
col described in Section II-D. In these cases, the user-server
distinction is not relevant. Thus applications may use HLP’s
both to access services and to communicate among parts of
an application.

HLP’s offer many new opportunities to distribute applica-
tions. An application can be divided into processes, each of
which can be executed on the computer best suited to its
needs: signal processing tasks are accomplished on fast parallel
machines; symbolic computation on computers with large
address spaces suited to list processing. Processes that com-
municate directly with a human by voice, graphical, or textual
information can travel with the user, communicating with
collaborating processes in the network by packet radio links
[19]. Distributed applications can evolve as requirements
change, by modifying HLP’s, adding new services, distributing
the computing activity among 2 wider set of resources, etc.
The ease with which HLP’s can be designed and implemented
will control the extent to which these opportunities can be
fulfilled. *

B. Standardization

Achieving the standardization required to offer services on a
variety of computers is a major goal of HLP’s. Before the ap-
pearance of large computer communication networks, HLP’s
were largely a private matter. A programmer who wanted to
design an application consisting of several processes and wanted
to provide a method for communicating among them, had only
to establish some personal conventions for the interprocess
communication. Networks spoiled this simple approach. Com-
munication protocols became a matter of public decision in
the hope that a single standard design could serve a wide com-
munity of computers and users; interconnecting a variety of
computers unleashed a barrage of problems due to different
representation conventions in different machines (word lengths,
character sets, and the like) and in different operating Systems
(files, naming, and protection mechanisms); networks forced
sdower communication among processes than did tightly
coupled systems and seemed to magnify problems of syn-
chronizing processes.

The importance of standardization is demonstrated by the
“n? problem.” Imagine a network of n computers, each of
which offers a mail server that uses a distinct HLP. Each com-
puter will require a separate user program to send and receive
mail for each protocol—a total of n programs on each com-
puter or n? in all. By contrast, if the mail servers all imple-
ment a standard HLP for sending and receiving mail, only n
user programs, one on each computer, are required to obtain
access to all mail services in the network. The high cost of
writing and maintaining software makes protocol standardiza-
tion essential. The techniques and conventions that permit
standardization over a range of computing equipment are
a major ingredient in the design of HLP’s.

. THREE HiGH-LEVEL PrROTOCOLS

This section describes three HLP’s as a prelude to a more
general discussion of issues involved in designing and imple-
menting HLP’s. These examples are couched in terms of a
model of three components of an HLP: language, coding, and
transport. The first example, a plotter protocol, illustrates the
model. The two remaining examples, a graphics protocol and
a voice protocol, are actual HLP’s that demonstrate a range of

9HLP design techniques.
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A. The Components of an HLP

Designing HLP’s seems at first to require a large number of
decisions, ranging from communication formats to application
requirements. The design problem can be decomposed into
three aspects of HLP’s: the language, the 'coding, and the
transport mechanism.

Language: The language describes the functional intent of
the communications exchanges between processes: What does
one process ‘‘say”’ to the other?
other process generate? How does one process cause the other
to alter its state? The language may include commands or
other control information, and will usually include data as
well. The designer of a language to offer a service must antici-
pate how other processes will use this service, and provide

within the language the means for those processes to request

and receive the service they need.

Coding: Any communication between two processes must
be coded into a collection of bits that the processes know how
to generate and interpret. For example, if the language re-
quires transmission of a character string, it may be coded into

a sequence of 8-bit bytes according to the ASCII standard, an-

integer value into a 32-bit two’s complement binary representa-
tion, and so forth. Just as data structure declarations in an
HLL impose structure on an otherwise homogeneous memory,
coding imposes structure on a previously homogeneous com-
munications path.

Transport: The communication path is provided by the
transport mechanism, the means to collect bits from one
process and deliver them to another. If both processes reside
in the same computer, this mechanism is provided by the oper-
ating system or by the language environment in which the
processes execute (e.g., “pipes” in Unix [28]). If the processes
execute on separate machines, the transport may be provided
by a network. We prefer to avoid stating which processes exe-
cute in which computer and consequently which transport is
provided by networks and which by other means. We may be
concerned with performance properties of the transport
mechanism (e.g., speed, delay, buffering, errors), but not with
the communications methods themselves. As a consequence
of this view, we must assume that HLP’s cannot depend on the
processes sharing other resources, such as memory or files: the
protocol must provide all of the interprocess communication.
We shall use the term message to refer to the individual pack-
ages of bits that are transmitted from process to process. A
network will typically use additional messages to help the
transport mechanism ‘operate smoothly: these lower level pro-
tocols are concerned with flow control, error recovery, and
the like (for more discussion of lower level or “host-host™
protocols, see [1], [21], [26]).

When designing and describing HLP’s, it is important to
separate these three aspects of interprocess communication
(IPC). The language can be likened to HLL constructs involv-
ing control and data: procedure calls, coroutine calls, etc.
Coding is analogous to choosing a computer representation
based on collections of bits: integers, text characters, or com-
puter instructions. The design of the transport mechanism is
concerned with issues such as bandwidth, delay, and error re-
covery, and with the low-level protocols that provide the trans-
port. If these three aspects are not kept separate, and we
think of HLP’s as configurations of bits flowing along com-
munications lines, we will become hopelessiy confused. Imag-
ine trying to describe how a PDP-11 works by describing only
bit patterns and signal transitions on the Unibus!
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Plotter
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Fig. 2. Two processes using the plotter protocol. The application sends
messages to the plotter process that completely describe the figures '
to be plotted. The two processes may execute on separate computers
linked by a network, or on a single computer that provides message
communication between the two processes.

The. three components are not independent, but interact in
ways that must be addressed by the HLP designer. Transport
bandwidths or errors may affect the choice of coding tech-
niques. Language choices often affect coding, and can also
impact the design of transport methods. In the sections that
follow, some of these interactions are demonstrated by the
three example HLP’s.

B. A Plotter Protocol

We shall illustrate in this section a simple HLP for controlling
a pen plotter. Such a protocol could be used to offer “‘plotting
services” in a distributed system: one or more “plotter server”
processes are provided, each controlling plotter hardware in
response to commands and data provided by the plotter pro-
tocol. In order to make plots, an application process such as a
curve-fitting package establishes communication with a plotter
process that will provide the plotting services. Fig. 2 shows
the logical arrangement of these processes. :

Language: The language for the plotter HLP is designed to
allow the application program to produce drawings by issuing
commands to the plotter process. The application program
needs to be able to start a fresh plot, to raise and lower the -
plotter pen, and to draw straight lines. These commands in
the language might be provided by procedures that are called
by the application program:

BeginPlot Procedure to place a new sheet of paper in the
plotting area.

EndPlot Procedure to signal that a plot is complete.

Up Procedure to raise the plotter pen so that it no
longer touches the paper.

Down Procedure to lower the plotter pen so that it
will mark on the paper.

LineTo(x,y) Procedure to cause the plotter pen to move

from its present location in a straight line to
the point (x,y). The Cartesian coordinates
specify a location on the paper, in units of
centimeters from the lower left corner.

Notice that these procedures show no effect of the presence of
a network—the same procedures could be used to control a

-plotter connected directly to the application program.

Coding: In order to transmit to the plotter process the com-
mands invoked by the application process, each command
must be encoded as a sequence of bits. For our example, we
shall use 8-bit ASCII characters as the basis for the coding. A
command is designated by a single character corresponding to
the procedure name (B, E, U, D, L). The (x,y) arguments to
the “L” command can be represented as two four-digit num-
bers in units of 1/100 cm. Thus the protocol sequence

BULO01000100 D L 02000100 L 0200 0350 L 0100 0100 E
will plot a triangle with vertices (1,1), (2,1), and (2,3.5) cm.

Of course, another encoding could be devised that requires
fewer bits to code the same language. In any case, very little
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computation is required to encode and decode the plotter
language.

Transport: The transport system must deliver the individual

8-bit bytes to the plotter process. If a packet-switched net-
work is used for transport, it is sensible for the application
process to pack several dozen bytes into a message before the
message is transmitted. However, the EndPlot procedure must
force the transmission of the last message, even if it is only
partially full, to insure that the final “E” code is delivered to
the plotter process.
_ For the plotter protocol, a general-purpose interprocess
transport mechanism such as TCP [2] is ideal. The transport
reliability obtained from such a mechanism is essential for the
plotter protocol: errors in the data, or disorder in the sequence
of messages decoded by the plotter process will have-disastrous
effects. However, the protocol requires neither extremely high
transmission rates nor extremely short transmission delays, be-
cause most plotters are quite slow.

Discussion: The plotter protocol illustrates two important
aspects of HLP’s: standardization and device independence. A
resource-sharing network may offer several plotter server
processes, all of which use a standard plotter protocol. Stan-
dardization is required for all components of the HLP:
language, coding, and transport. The method of packing bytes
into messages and the low-level protocols used to achieve
reliable transport of messages must be standardized. Coding
is standardized by the ASCII character standard and the
definition of character sequences used by the plotter pro-
tocol. Finally, the concepts of the language are standardized:

" Up, Down, and LineTo are but one way to control a plotter,
but they are chosen as the standard. The language standard
imposes a method for controlling the plotter that may have
far-reaching ramifications in the structure of the application
program. i

Standardization begets generalization: if a single standard is
to be designed, it should be able to cope with as many similar
uses as possible. This property is often called ‘“‘device inde-
pendence,” although a physical device is not always involved.
The idea is to make the protocol independent of particular
hardware details by abstracting the elements common to the
control of a range of devices. The piotter protocol described
above is somewhat device independent: plotters with various
resolutions (e.g., 100 steps per centimeter, 173 steps per
centimeter) can clearly be used—the plotter process converts
the standard units of 1/100 cm into the coordinate system
used by the hardware it controls. Electrostatic plotters or
storage-tube displays, even though they have no pen to be
raised and lowered, can also be correctly controlled by the
protocol because the only effect of protocol commands is to
describe visible lines. However, colored pens on a plotter can-
10t be handled properly by our protocol—it is not general
enough to handle more than one color.

The protocol illustrates a style of HLP design that derives
the language from a standard subroutine interface. Each pro-
cedure call causes a record of the procedure name and argu-
ments to be encoded and sent through the network. The re-
ceiver decodes the messages and usually calls corresponding
procedures that actuaily drive the plotter. The network thus
provides a binding mechanism by which calls to the five pro-
cedures in the application program are converted into calls to
procedures in the plotter process. Ideally, the network is
“transparent” to the application program —its presence cannot
be detected!
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Fig. 3. An application using two HLP’. A person uses the TELNET
service to control a curve-fitting application running on a time-sharing
system. This program, in turn, uses a high-level graphics protocol to
control a display that shows the curve-fitting resuits.

The plotter protocol is extremely simple compared to most
real HLP’s, which attempt greater device independence and
which require bidirectional communication between processes.
The following two sections describe two actual HLP’s de-
veloped by the ARPA network community: a network graphics
protocol (NGP) and a network voice protocol (NVP). Because
these two descriptions are rather long, the reader may prefer
to skip to Section III, which contains a2 summary of techniques
used in designing HLP’s.

C. A Network Graphics Protocol (NGP)

The objective of an NGP is to provide a standard way for an
application program to control an interactive graphics display.
It is a natural extension of the idea of the TELNET protocol
which allows an alphanumeric terminal connected to one com-
puter to act as a terminal to another. A user with a graphics
display and computer capable of obeying the NGP would have
access to a potentially large number of network resources that
use graphical interaction (Fig. 3). Because users with different
display devices will want to use these services, the NGP design
must be independent of the particular device being used.

The plotter protocol developed in the previous section could
be used as an NGP: it can control the generation of line-drawing
images on a display. If a storage-tube display is used, the com-
mands to the hardware are almost identical to those provided
by the protocol. But an NGP needs greater generality, includ-
ing the ability to handle a wide variety of display hardware, to
provide fast interaction, and to cope with different kinds of
graphical input devices.

The methodology we find appropriate for developing an
NGP is to first design a device-independent graphics package
(or copy an existing design) and then adapt it to network use.
The device-independent design wrestles with the functional
capabilities of the system and the model that the application
program uses to invoke them. The network adaptation then
need address only coding and transport. ’

The particular NGP described in this section was developed
for use by the ARPA network [33], [14]. Itis based on a
‘““general-purpose graphics package” [31], [40], which at-
tempts to cover a range of applications requiring interactive
line-drawing displays.! We cannot, in this paper, take up the
many issues that surround the design of such a package (see
[24], [25]). However, we will discuss how network com-
munications interact with the design. A summary of the
protocol is given in Table I.

Language: The functions of a graphics package can be di-
vided into three categories: those for defining an image to be

! Other protocols have been proposed for graphical needs that lie out-
side the NGP’s objectives: carefully formatted text [32] and sampied
images such as might be captured with a TV camera [22].
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TABLE I
SumMMARY OF ARPA NeTWORK GRAPHICS ProTOCOL. EACH HaAs THE
SAME FORMAT, A COMMAND FOLLOWED BY ARGUMENTS. THE ARGUMENTS
ARE LisTED INsIDE BRACKETS ({ )). DETAILS OF THE PROTOCOL ARE
Founp 1~ [33]

Segmenl controi:
scg.open <scg.name>
seg.close
scg.post <seg.name>
scg.unpost <scg.name>
seg kill <seg.name>
scg.append <seg.name>
end.batch.of.updates

seg.dol <x.coordinale> <y.coordinate>
scg.move <x.coordinate> <y.coordinate>
seg.draw <x.coordinate> <y.coordinate>
seg.lext <text.string>

sel.intensily <count>

sel.lype <count>
scl.characler.orientationdiscrete <count>
sel.character.orientation.continuous <fraction>
sel.characler.size.discrele <count>
sel.character size continuous <fraction>

change.attribuie <seg.name> <attribute>

—possible <attribute> arguments:
<sel.highlight.attribute> <on/off>
<sel.hil.sensilivity.attribute> <on/off>
<set.intensity.attribute> <count>
<sel.screenselect.attribute> <mask>
<scl.position.attribute> <x.coordinate> <y.-cordinale>

seg.readback seglist
scg.readback seg <seg.name>

Posilioned texi:

plext.open <ptext.name> <count> <x.coordinate> <.:oorcinate>
<x.coordinate> <y.coordinate> <count>

plext.kill <ptext.name>
plext.set <ptext.name> <mask>
pltext.scroll.up <ptext.name> <siring.number> <stri~3number>
plexi.scroll.down <plext.name> <string.number> <s"~ng.number>
plexi.move <ptext.name> <string number> <plext.r:=e> <string.number>
plext.edit <ptext.name> <string.number> <pos > <z252> <texl.string>
plext.modify <ptext.name> <string number> <posl> <pos2> <plext.feature>
plext.remote.edit <ptext.name> <ptext.siring>

Input functions:
input. techmi o disable.conziti
inpul.disable <techmque.number>
input.report <tech b
input.resel.system
inpul.drag.sel <technique.number> <seg.name>

<report.seq

-

<tech

¥>

Inquiry:
inquire
inquire.response <count> <response.phrase> _
~.sample <response.phrase>s are:
<i.implcmented.commands> <mask>
<i.screencoordinates> <xleft> <y bottom> <x.right> <y.top> <count>
<i.screensize> <tex!string> <textstring>
<i.screen.number> <count>
<i.lerminal.name> <text.string>
<i.terminal type> <terminal.lype.value>
<iintensities> <count>
<iline.type> <count>
<i.characters> <mask>
<i.character.orientations> <count> <fraction> _
<i.characler.size> <count> <character.size description> _
<i.available.input.technique> <technique.number> <text.string> _

Misceilaneous:
escape. protocol <text.string>
synchronize <count>
reset
error.siring <textstring>
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displayed, those for accepting responses from the user via
graphical input devices, and those that inform the application
program of important properties of the display. The discussion
of the NGP language is likewise divided into considerations of
output, input, and inquiry.

Language—Qutput: One of the most critical requirements
of an interactive graphics system, and one that might be com-.
promised by a network, is the speed with which the display
can be altered—this is the crux of many interactive dialogues.
This consideration forces us to abandon the plotter protocol:
to make a small change to a display of 2000 lines would re-
quire transmitting a description of the entire image (roughly
40 000 bits, even with a fairly efficient coding). Furthermore,
such a technique burdens the application program by making
it recompute the image from its application data structure.

An effective technique that solves these problems is the
segmented display file. Rather than manipulate one large
description of the image, the graphics system maintains a set
of independent segments that together comprise the display.
Each segment is assigned a numeric “name” for identification,
and contains a list of graphic primitives (lines or characters)
that are part of the image. Each segment also has a flag
(on,off) that indicates whether the primitives described in the
segment are to be displayed on the screen. The system pro-
vides facilities for specifying the contents of a specific seg-
ment, and for altering the flag. To create a segment named 8
that contains a description of the triangle in the plotter ex-
ample, the application might call the following procedures in
the graphics package:

OpenSegment(8) Says primitives are to become segment 8.

MoveTo(1,1) Primitives defining triangie.

DrawTo(2,1)

DrawTo(2,3.5)

DrawTo(1,1)

“CloseSegment() Ends construction of segment 8.
PostSegment(8) Sets segment 8 flag, so it will be displayed.

The calls simply build a display file that a hardware display
processor interprets to refresh the display. Changes to the dis-
play file as a result of these calls are reflected as changes in the
image on the screen.

The segment thus becomes the unit of information that is
easily changed with each interaction. It is not difficult to
write most application programs so that the segments corre-
spond to logically separate parts of the display in such a way
that display alterations are often limited to a small fraction of
all the segments. If information within a segment must be
changed, the segment is entirely rebuilt with calls such as those
above. Or the segment may be deleted if its contents are no
longer needed. Or the information in a segment can be re-
tained for possible use later. This technique is useful for re-
curring imagery such as messages and menus.

The graphics package ‘also provides an “update” function.
The application program calls this function to identify. points
at which the display must accurately reflect ail changes that
have been requested by calls on the graphics system. These
points usually directly precede requests for new user input:
the user must view an up-to-date display to formulate his in-
put. This function plays an important role in device inde-
pendence, providing good service to storage-tube displays by
reducing the number of screen erasures [31].

On a single computer, a device-independent graphics package
of this sort is implemented as shown in Fig. 4(a). The package
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Fig. 4. The organization of a device-independent graphics package.
(a) On a single computer, the software is divided into thre'e moduies:
the application (A), the device-independent module (Di), and the
device-dependent module (Dd). (b) The system can be adaptgd fora
network implementation by using communications to provide the

linkage between Di and Dd.

is divided into two modules, one device independent (Di), and
one device dependent (Dd). Each call by the application pro-
gram (A) is subjected to some Di processing, and then usually
results in a call on the Dd module. The Dd module is re-
sponsible for building the segments themselves in a form that
can be interpreted by the particular display processor in use.
The Di module can be used with many different Dd modules
with the same procedure interface—in this way, the application
program can operate a variety of different display devices.

Adapting this configuration to a network environment is
easy (Fig. 4(b)). The module resides with the application pro-
gram and the Dd module runs in the computer that directly
controls the display hardware. Network communications are
used to achieve the effect of the Di module calling procedures
in the Dd module. Because the procedure interface between the
Di and the Dd parts is standardized to allow alternative Dd
- modules, the standardization is easily retained in the network
protocol. Thus the segmented display file, a mechanism de-
vised to solve problems of interactive graphics programs in
single computers, turns out to be adapted easily to networks.

Language—Input: The NGP provides access to a variety of
graphical input devices, for it is the interaction afforded by
these devices that makes graphics an important tool in many
applications. Unfortunately, achieving device independence
for input is much harder than for output, in part because of
the enormous range of input devices. An additional problem
is that effective use of input devices requires generating on the
display screen various feedback images, such as cursors, to
allow the user to coordinate his input with images already dis-
played. The range of feedback techniques is even wider than
the range of input devices!

An approach to device independence is to concentrate on the
interactive techniques being used rather than on particular in-
put devices. The display hardware and Dd module cooperate
closely to provide rapid feedback to implement the technique.
After the interaction is complete, the Dd module reports to
the application program a terse summary containing essential
details of the entire interaction. For example, three techniques
in the repertoire are the following.

1) Positioning: The user is expected to identify a spot on
the screen. He uses a coordinate inpyt device to steer a dis-
played cursor to the desired spot, and then depresses a button
to indicate ‘‘this is the point I mean.” The summary returned
to the application program contains only the coordinates of
the cursor when the button was struck.

2) Stroke collection: The user is expected to draw a trace
on the screen by steering the cursor at the same time the but-
ton remains depressed (the button is usually a switch on a
stylus input device). The display shows the resulting trace as
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feedback, which presents an effect similar to drawing. The
summary reported to the application program is a list of points
that lie on the trace.

3) Pointing: The user is expected to identify an item al-
ready displayed on the screen. One way to implement this
technique is to steer a cursor over the item and push a button.
Alternatively, a light pen can be used to identify the item.
The summary reported contains a specification of which item
was identified. .

This entire approach focuses on input trechniques rather than
on devices alone. It may limit the flexibility of the application
program in using some device in a clever way. However, the
flexibility is available instead to the Dd module, which can
implement the techniques in various ways, and can perhaps
‘customize the implementation for a particular user.

Language—Inquiry: Not all aspects of the interface to the
Dd module are completely standardized ; some are parametrized.
For example, some displays allow lines to be distinguished by
their brightness, although devices differ in the number of
brightnesses provided. A standard that assumes only one
brightness prevents the use of this technique entirely. One
that assumes a fixed number of brightnesses will cause con-
fusion on a display that provides but one. A solution to prob-
lems of this sort is to let the application program or Di
module inquire about features of the display hardware, and
thereafter drive the display accordingly. Examples of pa-
rameters that can be handled this way are: number of bright-
nesses, number of line types (e.g., dotted, dashed), physical
screen dimensions, and the kinds of input devices available.

Some inquiry results can have a profound effect on the oper-
ation of the application program. Many features of the proto-
col are optional and may not be impiemented by the hardware
or by the Dd module; inquiry establishes which features are
absent. Another sort of inquiry reveals the type of display
being used: is it a storage tube or a refreshed display? The
application program may choose entirely different interaction
styles for these two display types, because changes to storage-
tube images are much slower than changes to refreshed images.

Coding: The coding for the NGP is very simple: we encode
procedure calls from the Dd module to the Di module as a se-
quence of 8-bit bytes. The first byte identifies the procedure.
Subsequent bytes provide arguments; each procedure has an
associated format for arguments. The protocol was designed
to avoid floating-point numbers; only integers are used.

Information returned by the Dd module to the Di module is
structured symmetrically, as if the Dd module were calling
procedures in the Di module to answer queries, to report inter-
action results, and so forth.

Transport: The coding genmerates a stream of bytes to be
transmitted, just as the plotter protocol does. Because most of
the encoded procedure calls do not return answers, the bytes
can be packed into messages; messages are transmitted when
full. It is occasionally necessary to transmit partial messages:
for example, the ““update” call forces all information encoded
by Di to be transported to Dd so that the display will
change. It may aiso be important to transmit quickly com-
mands that alter the handling of input techniques.

Summary: We have seen that developing the ARPA NGP
was primarily a matter of designing device-independent graphics
package. As the package modules are designed, we find that
some are device-independent and others depend on the details
of particular hardware. Thus a natural division of labor be-
tween two computers is to execute device-independent mod-
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ules and the application program on one machine, and place
the device-dependent modules and display hardware on an-
other. A network provides communication between the
device-independent and device-dependent modules in a straight-
forward way. (If we were willing to standardize the procedure
interface between the application program and the device-
independent module, this interface too could become a
point of separation by a network.) Thus, methodology, de-
sign, and documentation of the NGP are those of a graphics
package, rathér than of an ab initio protocol design. In this
setting, the network becomes a relatively unimportant artifact
of the implementation: it offers interprocess communication
among modules of a software system.

D. A Network Voice Protocol (NVP)

The objective of an NVP is to control the transmission of a
digital representation of voice signals through a packet-
switched network in real time. The transmission may be part
of a man-to-man or man-to-machine- communication. A pro-
tocol can provide the effect of two-party or conference cails,
including user interfaces such as dialing and ringing. Or it can
provide a voice message service by communicating from man
to a computer capable of first recording the voice data, and
and later responding to a request to repeat the data to the in-
tended recipients. A voice protocol differs from a standard
telephone connection in that applications may use the network
to transmit additional digital information along with the
voice data.

A voice protocol must provide natural communication be-
tween humans. On the one hand, this objective seems to re-
quire extremely good performance. Poor reproduction of the
speech signal may prevent recognition of the speaker; long
transmission delays may impede a dialogue; small amounts of
distortion may be keenly perceived and interfere with natural
communication. On the other hand, a human can tolerate
many errors. Occasional noise is compensated for by the re-
dundancy in human speech; catastrophic garbling is repaired
by dialogue—the utterance is repeated.

A voice protocol should try to provide good speech quality
even though data transmission rates may be severely limited
by the network. Fortunately, techniques are available for en-
coding voice as low-bandwidth digital data; these techniques
are called vocoding techniques. Vocoding uses real-time signal-
processing algorithms to encode and decode the voice. Vocod-
ing algorithms tend to require substantial computing to achieve
both acceptable reproduction quality and low data bandwidth.
High compression rates also tend to increase sensitivity to
acoustic noises and communication errors. Speech quality,
data rate, and processing all interact: achieving higher quality
or less processing requires more transmission bandwidth. One

84

of the motivations for a device-independent NVP is to simplify
experimentation with different compromises.

The needs of a voice HLP differ from those of a graphics
HLP in several ways. The dominant concern in an NVP is the
vocoding scheme used, often because special fast processing

" is required to vocode in real time. Language issues are rela-

tively minor. A voice protocol requires a real-time transport
system: delays, and especially delay distributions, are critical
to offering real-time service; errors, however, can be tolerated.
By contrast, the NGP can tolerate longer delays and greater
variation in delay for “interactive” service, but cannot tolerate
transmission errors.

An experiment in voice protocols has been undertaken by
four sites in the ARPA network [4], [5]. Sites with differing
hardware for implementing network control and vocoding al-
gorithms were deliberately chosen in order to develop a pro-
tocol to accommodate such differences.

Language: The language for the NVP has three functions.
First, it must cope with different sending and receiving hard-
ware by achieving device independence in some way. Second,
it must support user interfaces such as ringing a telephone,
waiting for an answer, and hanging up. Third, it must control
the transmission of a voice signal in real time. The protocol
separates these functions into two distinct parts: a control
protocol and a data protocol. These are separate protocols
that link separate processes (see Fig. 5). The data processes
are concerned only with transmitting speech data; the control
processes provide the other two functions of the language.

Some of the NVP language is devoted to controlling the con-
versation and to exchanging information about its status. For
example, the caller process tries to initiate a call with “Calling
(who) from (whom),” where each field addresses one of several
telephone lines connecting to the NVP equipment. The
answerer may reply “Ready”” or “Goodbye, [ am busy.” If all
goes well, the answerer may say “Ringing,” and eventually
“Ready” if the call is answered. These exchanges are simply
designed to allow caller and answerer to know each other’s
state: ringing, ready, terminated. (See Fig. 6 for a summary of
the important states of the NVP, and Table II for a summary
of the protocol.)

A more interesting part of the control protocol is the nego-

‘ iation of various parameters of the coding process. Although

the parameters are mentioned below, we shall illustrate the
negotiation process here. One of the two processes (caller or
answerer) is the negotiation master. This process makes, pro-
posals for parameter values that the other may accept or reject.
A proposal takes the form “Can you do (what) (how)?” The
(what) and (how) fields are coded from a small set (¢how? is ac-
tually a list of ways of doing {what) that are acceptable to the
master). For example, the master asks “Can you do (speech
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Fig. 6. The state diagram for the network voice protocol. Large circles
indicate states. Transitions between states occur when a message is

transmitted (arc with box) or received (arc with oval).

Note that

the caller and callee state diagrams are nearly symmetric.

signal sampling every) (62 microseconds) or {100 microsec-
onds)?” The other process, the negotiation slave, may respond
in one of two ways. A positive response is “I will do (speech
signal sampling every) (62 microseconds).” A negative reply
says “I can’t do {speech signal sampling every) in any way you
suggested,” but may optionally contain a suggested (how? that
is acceptable. Although at any instant one of the processes is
the master and one the slave, either may request renegotiation
to exchange roles.

An additional version provision makes the negotiation more
convenient. If a large number of parameters must be agreed
upon, negotiating each one is tedious. We define a version to
be a table of ({what), (how)) pairs that gives settings for a large
number of parameters. Then the single negotiation *““Can you
do (version) (2)?” will establish many parameter settings.
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This negotiation scheme is designed to be extremely robust.-
Messages lost or delivered out of sequence will not garble the
negotiation because each response repeats the question ((what))
as well as providing an answer.

Coding: Strictly speaking, the voice protocol is concerned
only with controlling transmission of voice data, and not with
the techniques used to generate the data. Nevertheless, good
vocoding techniques, providing acceptable quality speech with
modest transmission bandwidths, are the key to an NVP. A
vocoder may be presented with 16 000 10-bit samples of
speech waveform each second, and be required to encode this
information in as few as 3500 bits. Clearly, such encodings
cannot preserve all of the information in the original signal,
but must strive to make errors that have only small perceptual
effects.
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- TABLE II
SumMARY OF ARPA NETWORK VOICE PROTOCOL MESSAGES.
DEeTAILS OF THE PROTOCOL ARE GIVEN IN [4]

Conlrol messages:
calling <who> <whom> <response-link>
goodbye <code>
negoliation.inquiry <what> <list length> <how.!st>
posilive.negotiation.response <what> <how>
negalive.negotiation.response <what> <try.this.va._e>
rcady
nol.ready
inquiry
ringing
echo.request <id>
echo <id>

tiat

rencg; req

—examples of <whal> is negotliated:
<vocoding>
<sample.period>
<version>
<max.msg length>
<LPC.degree>
<CVSD.time.constant>
<samples.per.parcel>
<LPC.acoustic.coding>
<LPC.info.coding>
<LPC.pre emphasis>
<LPC.lables.set>

Data messages:
<time.stamp> <skipped.parceis.flag> <parcel.ccunt> <parcei> _

Although a great many signal coding techniques are available
[12], the ARPA NVP is currently experimenting with two:
continuously variable slope delta modulation (CVSD) and
linear predictive coding (LPC) [23]. These two techniques
are very different; CVSD aims to produce an output waveform
that looks close to the original, whereas LPC tries only to pro-
duce an output signal that sounds like the original. Experience
gathered in recent years has made LPC the more popular tech-
nique for low data-rate vocoding.

Both vocoding schemes operate within a similar framework.
An interval of speech is sampled and encoded by calculating
the values of a number of parameters. These values are then
packed into parcels for transmission through the network.
The negotiation protocol is used to establish the type of vo-
coding used (LPC or CVSD), the sampling rate, the length of
the period encoded in each parcel, and other details of the
coding. :

CVSD vocoding requires only modest processing, but does
not achieve very good compression. Typically, 62 ms of
speech is encoded into about 1000 1-bit parameters that are
packed into a parcel for transmission, thus requiring about
16-kbits/s transmission rates. Some additional reduction in
data rate comes from detecting inactivity of the speaker due
to breathing, intersentence pauses, or listening to the other
party. These periods of silence can be coded with very few

bits; both CVSD and LPC coding take advantage of this

reduction.

LPC employs two coding steps to reduce the volume of
speech data. First, an acoustic vocoding is applied to a short
period of sampled speech signal, and yields about a dozen pa-
rameters describing the signal. Second, an information coding
step converts numeric values of these parameters to a smaller
range of values and packs them into a parcel for transmission.
The parcel is the unit of information flow, containing about
60 bits generated every 19.2 ms. Several parcels are packed
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together (up to about 14) into messages for transport through
the network. Thus only 3500 bits/s are generated. This num-
ber can be reduced even further by use of ‘“‘variable rate LPC”’
that takes advantage of acoustic redundancies (e.g., long
vowels) to reduce the information content of the parameters.

The LPC acoustic vocoding algorithm fits a model of the
human vocal system to a 19.2-ms interval of speech and de-
livers parameters describing the fit.. The inverse process is
applied to regenerate the speech, but it does not yield a signal
identical to the original. The result is expected to sound like
the original even though it does not look like the original.

The information coding step is simple compared to the LPC
calculations. Although the LPC parameters vary over a wide
range, the full precision need not be transmitted. The range of
the parameters is broken into 32, 64, or 128 intervals with
roughly equal probability of occurrence; parameter values are
mapped via tables into either 5, 6, or 7 bits for transmission.
The receiver inverts this nonlinear transformation.

Transport: The NVP requires real-time transport of parcels.
Unfortunately, none of the standard transport facilities de-
signed for HLP use in the ARPA network [1], [6] could pro-
vide such service; the NVP designed its own real-time protocol
using only the facilities of the IMP-based communication
subnet.

The real-time protocol is very simple and is applicable to
real-time uses other than speech. Parcels, generated at a con-
stant rate, are collected into messages. Each message is time-
stamped with the time of creation of the first parcel in the
message (the units of time measurement correspond to the
time interval represented by a single parcel). During periods
of silence, parcels are simply not generated, although any
partially filled message will be transmitted promptly as the
silence begins. (The treatment of silence is in fact somewhat
tricky; see [3].) The time stamps allow the receiver to re-
sequence messages that arrive out of order and to meter the
reproduction of speech from the parcels.

Irregularities in message delays in the network cause trouble
[13]. Suppose the first message experiences 340-ms delay and
the receiver begins processing the first parcel of this message as
it is received. If the next message experiences 360-ms delay,
the receiver will finish the last parcel of the first message 20 ms
before the next message arrives. What is it to do? The re-
ceiver could have delayed processing the first message some-
what in order to allow more leeway against subsequent longer

‘network delays. This leeway can be allowed to grow as longer

delays occur. However, if the variation in the network delay is
high, the receiver’s delay may become so long that an inter-
ruption by the listener is delayed awkwardly or -that the
speaker notices a pause when he stops speaking and begins
listening. Low variation in network delay is a clear require-
ment for an NVP.

Very few conventional transport services are required by an
NVP. No retransmission to remedy errors is required because a
lost message is not catastrophic; both coding schemes are de-
signed so that a parcel is decoded without knowledge of previ-
ous messages. Moreover, retransmission would introduce highly
variable delays that cause worse perceptual damage than the
loss of the message. The only effect of a lost message is an
audible error for the period represented by the missing data.
Because of the real-time nature of the NVP, there is also no
need for user-enforced flow control: sender and receiver are
processing messages at identical rates.

Results: The ARPA NVP was first used successfully in
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December 1974 for real-time voice communication through
the ARPA network from coast to coast. It has been imple-
mented at five sites and has been used regularly since then. It
has been used experimentally with LPC vocoding at rates be-
tween 1.8 and S kbit/s, and with CVSD at rates between 8 and
18 kbits/s. Although only a few sites have participated in the
ARPA NVP, dissimilarities among the hardware and software
environments have thoroughly exercised the device indepen-
dence aims of the protocol. Some of the initial implementa-
tions used one-of-a-kind experimental devices such as the
Lincoln Laboratory TX-2. A typical site uses a minicomputer
attached to the network and to a fast arithmetic unit used for
vocoding algorithms (e.g., PDP-11/45 and FPS AP-120A).

The NVP has been extended to handle the ‘“higher level”
functions of storing voice on files and of conferencing. In both
cases, the data and negotiation protocols remained unaltered
while extensions were made to the control protocol [5]. In
conferencing, for example, control messages are used to estab-
lish which speaker “has the floor,” and to whom speech
should be sent. Additional extensions to transmit voice to a
speech recognition system or from a speech synthesis system
are feasible because LPC is the basis for some approaches to
these goals [27]. All of these extensions are accommodated
with only minor changes to the protocol because the basic
NVP framework and vocoding required no alterations.

Although the voice application seems to be an unrepresenta-
tive HLP, we have seen ‘that it offers a new perspective on
several HLP functions. It shows a simple elegant negotiation
mechanism. It shows the effort that must sometimes be de-
‘voted to data compression. It demonstrates a real-time end-
to-end protocol. And most importantly, it places an unusual
set of requirements on the transport system: low delay vari-
ation, minimal flow control, and no need for extreme re-
liability. Diverse needs such as these require the transport
system to be flexible.

[II. DESIGNING AND IMPLEMENTING HLP’s

This section assembles the various techniques used to design
and implement HLP’s by referring liberally to the three illus-
trative protocols of Section III, and also to other HLP’s. This
compendium is a prelude to an examination of the relationship
between HLP’s and HLL’s. Our observations are grouped into
the categories of language, coding, and transport.

A. Language

The language for an HLP is clearly the most important part
of the design. Meeting device independence and standardization
objectives is a major challenge; it is difficult to abstract the
common properties of a range of devices and applications in a
design that has a simple form. It is often difficult to avoid
letting quirks of inflexible operating systems or of special

hardware completely destroy an otherwise simple protocol.

The network is not an extrinsic contributor to the probiem:
it adds a few new difficulties to those encountered in design-
ing a nonnetwork system involving multiple asynchronous
communicating processes. Nevertheless, the presence of the
network makes communication along such diverse computer
hardware and devices possible; thus it is the reason for much
of the pressure for device independence and standardization.
Device Independence: Inherent in device-independent de-
signs is a tension between generality and standardization. As
more capabilities of devices or a wider range of applications
are encompassed by the design, standardization becomes more
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difficult. The NGP designers, for example, wanted to allow
dynamically moving images to be displayed, provided that the
display hardware made some provision for applying geometrical
transformations to the display file rapidly enough to see mo-
tion. The attempt failed because the designers could devise no
way to standardize the range of transformation facilities pro-
vided by display manufacturers. However, if aspirations of de-
vice independence were reduced, and the NGP were required
to operate only displays of a certain type, dynamic images
could be accommodated easily. Thus an attempt at generality
was curbed by standardization problems. .

Generality can also lead to complexity. Overly general de-
signs are difficult to implement, may take a long time to devise,
and often require more computing resources to process. One
way to reduce this problem is to divide the facilities of an HLP
into quasi-independent groups of functions with different de-
grees of generality. Any particular implementation may offer
only a subset of the groups. The NGP, for example, recog-
nizes four groups of commands (status and inquiry, segmented
display files, positioned text,input interactions). Entire groups
are optional—facilities for input interactions, for example, need
not be provided. Within a group are both mandatory and op-
tional commands. If the options are not used, a very simple
implementation results. If implementers need the added fea-
tures, the NGP specifies a standard way to provide them.

At the other extreme are protocols that are not very general,
but are extremely simple. These unambitious HLP’s can offer
substantial service. A file transfer protocol that deals only
with text files, or a graphics protocol that is little more am-
bitious than our plotter example, is remarkably useful. A de-
sign that provides a special feature in a device-independent
way is worthless if it is never used!

HLP’s, whether simple or general, usually provide some mea-
sure of device independence. Two approaches are used to deal
with different devices.

1) The ‘“‘virtual device approach.” A standard is designed
that specifies the operations that a process musr implement.
The plotter protocol is an example. The plotter process may
be able to forward some protocol commands to the plotter
hardware directly; others it may have to “simulate” in some
way. For example, if the standard protocol specified colored
lines, the plotter process might replace them by dashed lines if
no colored pens are available. This approach derives its name
from the similarity with ‘“virtual memory:” a computer that
provides a million words of virtual memory need not have that
much primary memory, but a collection of mapping and paging
processes simulate the effect of a million words of primary
memory.

2) The “parametric approach.” In this approach, the process
preparing to send protocol commands will inquire of the
plotter process information about its capabilities: How many
colors can be plotted? What is the size of the plotter surface?
What resolution? Given the answers to these questions, the
sending process can arrange to use only features of the plotter
that are available. Although this technique still requires stan-
dard ways to specify all possible plotter commands and standard
ways to inquire, the burden of simulating in software those
capabilities lacking in the plotter is shifted to the sender.

One benefit of the parametric approach is that the applica-
tion program can be advised of the plotter’s properties and can
take advantage of the information. For example, if color is not
available, the application program can simulate it with line
textures that do not conflict with textures already used by the
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program. The technique also allows coding to be parametrized:
for example, the plotter process could specify how many digits
it requires for each coordinate value.

An important generalization of the parametric approach,
called negotiation, makes the inquiry activity symmetric. Each
process may inquire about properties of the other, often by
asserting its request for a certain behavior: sender says “Can
you do four colors?” and plotter replies either. “Yes, I'll do
four colors” or “No, I cannot do four colors.” This technique
allows each process to adapt to the other—they may end up
being each parameterized according to some of the other’s
wishes. Once again, the method for negotiating, and the
eventual commands that flow, must be standardized.

The basic difference between these two approaches concerns
how the burden of achieving device independence is divided
between the two communicating processes. The parametric
approach, used by the NGP, NVP,and TELNET [7], essentially
delays the specification of certain parameters until the two
communicating parties are connected.

The methods used to achieve device independence can pro-
foundly influence the structure of application programs that
use the HLP. For example, the plotter protocol and the NGP
are both graphics protocols, but a program must use them very
differently, because they use fundamentally different tech-
niques to make changes to the display. An application written
to use a segmented display file could not be adapted easily to
use the plotter protocol. Moreover, the parametric approach
to standardization may induce the application to operate dif-
ferently for different parameter values. For example, an inter-
active graphics application may drive a storage tube very differ-

ently than a refresh display (which reflects display changes .

more rapidly), even though the program uses the same
device-independent methods to draw lines and text or to re-
ceive input.

Combining Protocols: An application may use several sepa-
rate HLP’s to connect its constituent parts. The different pro-
tocol uses are often independent, and use separate logical
communication paths. But sometimes HLP’s can unwittingly
compete for resources. A good example is illustrated in Fig.
7(a), in which a user employs a TELNET protocol to control a
graphics program, which in turn uses a graphics protocol con-
nection to control a display. Most users prefer to see text and
graphical output presented on the same screen (Fig. 7(b))—
TELNET and the NGP thus compete for screen space. They
also compete for keyboard input. But neither protocol is
aware of the other’s needs. The NGP design group considered
allowing the NGP to control the placement of TELNET text
on the screen, but abandoned the idea when it became clear
such control would require synchronizing the display process
(Dd) and the TELNET process (Tu) whenever screen place-
ment changed. This problem was attacked seriously in a sub-
sequent graphics protocol designed to allow careful control of
“windows” on the screen, some of which contain TELNET
text, and some graphical information [32], [35].

Robustness: An HLP provides a vital communication link in
an application distributed over several computers, a link whose
failure may be costly. If a person spends an hour using an
interactive data-analysis program that uses the NGP to display
results, and a communication error causes so much confusion
that the program aborts, a great deal of work is lost. Providing
the reliability to prevent these failures requires attention at all
levels. The application program can save a user’s state per-
odically in case of catastrophe; network transport facilities
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Fig. 7. Logical connections for graphics and terminal protocols. (a) In-
dependent connections, with the display and terminal physically
separate. (b) Independent connections, but “terminal text” is pre-
sented on the display. (c) A single connection for both graphics and
terminal protocols, showing the insertion of “uninvited text” by an
operating system.

can provide some measure of error detection and correction
[11, [2], (18] and, finally, the HLP language can take steps
to improve reliability, such as tolerating lost or duplicated
messages. Redundant coding can be used to help detect errors.
To avoid loss of synchronization in a stream of commands and
arguments, a common technique is to occasionally identify
the beginning of a command, for example, by marking a mes-
sage to indicate that a command appears as the first-item in
the message.

Specification: Implementations of HLP languages usually
depend on the proper interpretation of a rather detailed speci-
fication. The detail results chiefly from the requirement that
all implementations of the HLP communicate with an identical
language, rather than from complexity in the HLP itself. In-
deed, the designer of an HLP seeks a simple elegant solution
that offers the necessary services and has a straightforward
implementation.

A precise HLP specification is difficult to write. Although it
is similar to a specification for a “software interface” routinely
used to detail the design of a module of a software system, it
differs in two respects. First, it must be understood by HLP
implementers accustomed to different programming languages,
operating systems, conventions, and nomenclature. Second,
because the implementer may not be familiar with the applica-
tion addressed by the HLP, the specification must provide con-
siderable implementation guidance. We shall argue in Section
IV that notions from HLL's can be used to improve HLP
specifications.

Layering: Layering helps to avoid HLP complexity: one
HLP can be implemented on top of another. One sort of layer-
ing is exploited by all HLP’s; they use some services of low-
level transport protocols to provide basic communications
services [1]. The plotter and NGP examples rely on this layer
to provide reliable transmission.
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HLP’s can also be layered atop other HLP’s. Protocols for
conferencing and voice recording use the NVP as a base. An
HLP that uses a coding based on character strings may be
implemented on top of an HLP such as TELNET that trans-
mits character streams between different computers.

Sometimes the opportunity to layer one HLP on top of an-
other is impeded by poor protocol design or a shortsighted
implementation. The NGP, for example, might have been
layered on top of TELNET, so that the two connections of
Fig. 7(a) could be reduced to one (Fig. 7(c)). This simplifies
the implementation of Dd and Tu, requiring only one process.

"It also simplifies implementation of careful control of terminal
text, as the single connection avoids the need to synchronize
the display parameters in Dd to the arrival of text from Tu.
However, the single connection approach was rejected by the
ARPA NGP as too error-prone. Because an operating system
may unexpectedly generate text to be printed on the terminal
(e.g., “System going down.”), it may interfere with graphical
information encoded as text on the Ts-Tu connection. Clearly,
the TELNET protocol and operating systems could provide a
means for transmitting encoded information that would not
be subject to disturbance. Such a facility, which would allow
an HLP to be implemented within the TELNET protocol, was
not available when the NGP was designed.

B. Coding

Coding can be a simple matter or a very complex one in-
deed. It is simple if we need only transmit integers or symbols
from a well-specified vocabulary (e.g., an integer that identifies
a command). Straightforward codings are easy to encode and
decode; the NGP and NVP control messages are examples of
simple codings. NVP data messages are simple encodings of
parameters, although the parameters are extracted from speech
samples by a complex vocoding algorithm. Although greater
investment in processing can be used to compress the coding,
no HLP’s known to the authors use sophisticated minimum-
entropy information coding techniques. This may be a resuit
of greater attention to the less well understood problems of
language and transport than to coding efficiency. Moreover,
large efficiency gains-can often be achieved by appropriate de-
sign of the protocol language: the segmented display file con-
cept in the NGP offers a greater reduction in data transmission
than would minimum entropy coding of entire images. )

Coding problems arise when we try to encode objects that
have different interpretations in different computers: “floating-
point numbers” or “text characters” are examples. What hap-
pens if a “character” has no representation in the character set
of the computer to which it must be transmitted? What happens
when a floating-point number lies outside the range of num-
bers representable on the destination computer? Although it
is possible to characterize precisely the acceptable ranges, it is
extremely difficuit to design a protocol that works properly
when a sender wishes to transmit an object that cannot be in-
terpreted by the receiver. Generally, these problems are
handled by guaranteeing interpretations only on restricted
subsets, such as “ASCII standard characters,” or even ‘“upper
case characters.”

C. Transport

An important lesson about transport systems has emerged
from work on HLP’s. No single abstract view of the transport
facility applies to all HLP’s; different protocols need access to
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transport facilities of different types. Transport facilities
should be designed in a modular way to provide different
types of service to different HLP’s. The graphics and voice
protocols described in this paper illustrate the range of trans-
port services required. The NGP depends on orderly trans-
mission of streams of bytes, and consequently requires many
supporting transport mechanisms offered by IPC protocols
[11, [2], [37], [38]: connections, flow control, sorting out-
of-order packets, duplicate packet detection, and loss preven-
tion. Small sacrifices in bandwidth or irregularities in trans-
mission delay are unimportant. By contrast, the NVP requires
a stable transmission delay, but can tolerate errors, lost packets,
or packets discarded due to local network congestion.

Other HLP’s may fall at points in between. For example,
some do not need to establish network ‘“‘connections,” but can
be designed around inquiry-response exchanges, sometimes
called DATAGRAMS [26]. A protocol to look up telephone
numbers might simply address a single message containing a
person’s name to the retrieval system; it expects a single
answering message in response. If the sender receives no
answer, he can repeat the request. A surprisingly large variety
of protocols can be cast in this framework.

The grain of communication required of the transport sys-
tem also varies among HLP’s. Some will want to transmit
streams of bits or bytes; others may compose indivisible mes-
sages to be delivered as atomic entities. In implementing a
byte stream in a packet switching network, the transport sys-
tem will attempt to buffer bytes until a message fills up. But
how often should packets be sent? If a full message is as-
sembled, presumably it should be sent immediately, subject
only to flow control practices in the network. But what if a
message is only partially filled, and has for several seconds
seen no data added to it? Should it be sent, even though only
partially full? Perhaps the receiving process is idle, and could
begin working on the new data. Or perhaps the protocol is be-
ing used as part of an interactive dialog, and the user needs to
see the effect of the data contained in the partial message. Or
perhaps the message is partially full only because it is the last
message of a long transmission (e.g., when transmitting an
entire file).

The question used to resolve these questions is: on what unit
of information can the receiving process take significant ac-
tion? If we want the receiver to act each time a new byte is
generated by the sender, we must ensure that no encoded in-
formation is buffered at the sender for very long, i.e., that par-
tially filled messages are transmitted at short intervals. If, on
the other hand, we are concerned only with finishing a long
transmission as quickly as possible, using full-size packets for
efficiency, we can expect the sender to indicate that trans-
mission of the very last (partially filled) packet is required
even though it’s not full.

The transmission strategy used to make these decisions is
determined in part by application process. Two facilities
should be provided.

1) The sending process states a time interval that is the
maximum time any chunk of information is buffered before
sending (assuming network flow control conventions allow
transmission). This time may be very long if timely trans-
mission is unimportant, as in a file transfer, or it may be re-
lated to the amount of data accumulated for transmission [3].
(Note that such a scheme is an essential aspect of ‘“‘terminal
output”—characters must be periodicaily transmitted for the
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user to see. Unfortunately, many operating systems that pro-
vide interfaces to network transport mechanisms provide this
timely transmission facility only for terminal output; they do
not implement the technique for other HLP network traffic.)

2) The sending process notifies the transport mechanism
when it is important that buffered information actually be
transmitted.

The needs of different HLP’s are sufficiently varied to induce
different behaviors in the way transport is provided: messages
with time criticality of 100 ms can be treated differently than
messages with 1-min delivery requirements. An HLP should
make known to the transport system the zype of service it de-
sires. For example, NVP communications will request uniform
delay. Interactive streams desire short delays, modest band-
widths, and high reliability. Transmitting a file requires high
bandwidth, but can tolerate long transmission delays. In this
case, packets could be routed far afield, taking advantage of idle
communications lines, incurring long delays and numerous
hops, but still provide large bandwidth because many packets
are taking different long routes concurrently.

Most of the issues described in this section concern the im-
plementation of transport facilities in an operating system and
not the design of a communications network. As a conse-
quence of layering, important issues in network design (nam-
ing, addressing, message sizes, intemnetwork operation, routing)
rarely influence HLP design. An exception is our plea that the
communication system respond to “type of service’”” requests
from applications.

In summary, we believe 1) no single transport facility is uni-
versal, 2) transport systems that are assembling messages from
smaller items need to transmit partial messages in response to
time constraints and precise instructions from the sender, and
3) the transport needs of the application should be specified
to the packet-switching network in order to provide the type
of service desired. -

D. Implementation .

For HLP’s to be useful in a resource-sharing network, imple-
mentations must be devised for many of the computers in the
network. The ease with which these implementations can be
constructed is often a major goal of an HLP design. Although
most HLP’s could be implemented easily, programming en-
vironments of many computers unfortunately complicate
implementations. Many operating systems incorporate net-
work access as an afterthought and therefore provide cumber-
some facilities. Many have poor support for cooperating
processes, which are used frequently in HLP implementations.
And finally, tools for debugging asynchronous processes are
usually poor. In a network, the problem is exacerbated by the
inability to examine the state of the cooperating process or to
repeat the conditions that caused an error. Even stopping the
program being tested may be difficult: the other process may
detect prolonged inactivity and abort!

Implementation and debugging can be aided by measures
taken in the design of the HLP. Commands to reset both
processes to an initial state are essential; facilities to report
errors precisely can be provided. Sometimes explicit de-
bugging aids can be built into an HLP implementation—a
version of the NGP display process that types out a trace of all
protocol commands received and sent greatly speeds debugging.
Layering of protocols also eases implementation. If an HLP is
implemented on top of a transport system deemed to transmit
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streams of data reliably, many of the possibilities for timing-
related errors are removed from the HLP.

IV. HicH-LEVEL ProTOCOLS AND HIGH-LEVEL
LANGUAGES

The finale of this survey of issues surrounding the design and
implementation of HLP’s relates the structure of HLP’s to that
of HLL’s, and suggests techniques used in HLL’s that can be
applied fruitfully to problems in HLP’s. In addition, HLP’s
point to some areas that should receive increased attention in
HLL development.

A. Why an HLP Protocol Is Like An HLL

HLL’s and HLP’s are both abstract, but precise, definitions
of a computation or communication that can be translated
into the primitive operations actually provided by a computer
or communication system. HLL’s were born of a desire to
express algorithms in a language natural to the application; a
compiler fills in many details as it translates the program into
the machine language of a particular computer. Similarly, an
HLP is most clearly expressed in a “language” that relates
closely to the application; the tedious details of coding and
transport are not the primary concerns of the HLP designer
and implementer.

One of the powerful ideas in HLL’s is the concept of 7ype: a
method for defining abstract objects such as integers, charac-
ters, arrays, lists, text strings, records, sets, etc. A compiler,
together with fype definitions, chooses a way to represent
these objects within the physical memory structure of the
computer. With this aid, the programmer is freed from the
details of encoding various objects in memory, and concen-
trates on hamessing these objects to ease the construction of
his program.

The concept of type is just as prevalent in HLP’s. Usually a
message is divided into “fields,” sequences of bits that are
assigned particular meanings. But to the HLP designer, these
fields are simply encodings of types used in the application
program: integers, characters, etc.

Data structure declarations thus play a key role in both
settings. They structure memory for the HLL; they structure
messages for the HLP. A concrete example from the plotter
protocol will further illustrate this point. The protocol is a se-
quence of commands (a type); each command specifies a
function (a type) and possibly some arguments (of various
types). Using PASCAL [17], we would write:

type PlotterFunction = (fBeginPlot,fEndPlot,fUp fDown,
fLineTo);
type PlotterCommand = record
case function: PlotterFunction of
fBeginPlot: () ;
fEndPlot: () ;
fUp: O ;
fDown: () ;
fLineTo: (x,y : int)
end;
type PlotterProtocol = file of PlotterCommand

PlotterFunction is a type that can take on five values corre-
sponding to the names fBeginPlot, fEndPlot, fUp, fDown, and
fLineTo. The key type is PlotterCommand, which is a variant
record with an entry giving the function and possible
arguments—it thus specifies the structure of a single command
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in the plotter HLP. The type PlotterProtocol is a sequence of
such commands.

The application program might generate the plotter HLP by
calling five procedures corresponding to the five commands.
For example, the procedure LineTo builds a PlotterCommand
record consisting of the function name (fLineTo) and two
argument values. The record is then “transmitted” by ap-
pending it to the PlotterProtocol sequence:

var ¢ : PlotterCommand;
var pp : PlotterProtocol;

procedure LineTo (tx, ty : int);
begin
c.function := fLineTo; (* Build command =)
c.x := tx; (= Insert arguments =)

c.y :=ty; .
ppt :=c; put(pp); (*Add command to sequence =)
end

Notice how type declarations and record-construction state-
ments help specify coding and transport details.

The paradigm illustrated above is a common one in HLP’s:
transmitting records consisting of a command, followed by
values of arguments. It is no coincidence that these records
correspond to the specifications of typed objects in a pro-
cedure call; the declaration of the procedure LineTo and of
the fLineTo variant of the PlotterCommand record are strik-
ingly similar. The plotter protocol and the NGP, which use
this paradigm, are essentially transmitting procedure names
and arguments to the receiving process, which calls correspond-
ing procedures. Both protocols could be expressed in terms of
a “procedure call protocol,” an HLP that arranges to achieve
this effect [39].2 HLP’s with this flavor arise quite frequently
when a single application program consisting of several mod-
ules is distributed in a network. Itis precisely this methodology
that we advocated for developing the NGP.

Not all HLP designs are conveniently expressed within a
framework as specialized as a procedure call protocol. The
NVP, for example, does not fit well into this category. How-
ever, the concept of structuring communication into records
by using appropriate type declarations remains extremely
valuable. These type declarations must of course, be shared
by the sender and receiver to insure both parties apply the
same interpretations to messages.

Although the idea of type is perhaps the most important, -
other aspects of HLL’s correspond to HLP features. When two
modules are linked together, communication methods are
established between the modules (usually through procedure
linkages), much the way a connection establishes a communi-
cation between two processes. The act of binding the two
modules together might be compared to the negotiation or
inquiry used to inaugurate communication, though most HLL
binding is considerably less flexible than HLP parametrization.
The data abstraction techniques in HLL’s foster methods for
designing software systems that are similar to the abstractions
required to achieve device independence or to define standards.
Finally, HLL’s are increasingly concerned with methods for.

? Strictly speaking, a “‘procedure cail” requires that control not return
to the caller until the procedure has been executed. In the plotter and
NGP protocols, it is desirable to let the calling process continue execu-
tion so that several “procedure call” records can be packed together
into one network message. If the procedure being called returns an
answer, the calling process must of course wait for the answer.
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specifying precisely the interface to software modules, in part
so that uses of the module by other programs can be checked
carefully. This problem of precise description is also key to
HLP’s; an accurate specification of the HLP for a service must
be available to any programmer writing programs that use
the HLP.

B. How HLL’s Can Help HLP’s

Our sketch of the relationship between HLL’s and HLP’s
shows that many ideas developed for HLL’s address correspond-
ing needs in HLP’s. However, to be fully useful in implement-
ing HLP’s, some of these ideas must be developed further.

1) Type definitions: Currently, HLL’s use type definition
facilities that are too loose and dependent on details of the
computer on which they execute. For example, an “integer”
will designate 36 bits on some machines, 32 on others, 16 on
still others, etc. This definition is too vague to be useful in a
heterogeneous network, i.e., one containing computers of
many different sorts. Instead, we need to define integers pre-
cisely, e.g., “24-bit 2’s complement integer.” Also, most struc-
tural definition facilities will not allow us to split a field over a
word boundary in the computer. Such a facility may be
needed when interpreting a standard protocol, even though it
might be folly within any given machine. Thus programming-
language techniques for defining structure on word-oriented
storage should be extended and applied to defining structure
in bit-oriented protocol streams.

2) Interprocess communication (IPC): Many newer HLL’s
are beginning to offer facilities for IPC, some using the idea of
transmitting typed records as we showed above [20]. How-
ever, none provides automatically the vital link between the
variant record and the procedure call. The programmer can
write the obvious encoder, as demonstrated in the PASCAL
example, and a matching decoder that collects arguments and
dispatches to call the proper procedure, but these are buiky
and tedious to write. This sort of IPC is common in networks,
but is neglected in programming systems. Some efforts have
been devoted to this problem [11], [16], but the need has not
been widely recognized.

3) Linking: HLL’s must be prepared to check types used in
IPC when connections are made. Ideally, a process offering an
HLP service could distribute (in a standard form!) a definition
of the protocol to receive service. Such a definition could be
checked against the protocol definition of a potential partner
when a connection is initiated—this is similar to checking
caller/callee parameter declarations when linking separately
compiled programs; we insist that definitions match before
we allow communication. .

4) Asynchrony: We need better ways to document message
sequences and message exchanges. As in any multiprocessing
system, we must worry about deadlock and synchronization
issues. They may be especially tricky if we use a transport
mechanism that sometimes delivers messages out of sequence
or occasionally loses them. Assertions provided with the pro-
gram, and flow analysis undertaken by a compiler, can help
with certain communications problems: can a particular mes-
sage be packed with others to form a larger package to trans-
port through the network, or must it be sent immediately .be-
cause a reply is required? Efforts in this area are beginning
(81, [34].

5) Documentation: There is also a need for a definition at a
more functional level: What are the services of the protocol?
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What effect does each command have? How do the commands
interact? What are possible responses to particular messages?
It seems clear that a computer program, perhaps expressed as
abstract operations of a process that implements the protocol,
is a better documentation tool than is prose. The data abstrac-
tion languages now emerging [15], [21], [30], are working
toward such definitions. Even using existing HLL’s, a simple
exemplary implementation of the NGP might be a much better
definition of its properties than is a bulky document.

Ideally, these goals can be addressed in an integrated fashion.
A new project of Feldman, Low, and Rovner [9], [10], tackles
some of them with the programming language PLITS, which
integrates messages and message structures into an HLL and a
distributed environment DSYS, which provides the binding
and debugging facilities needed to develop applications that
use several communicating processes.

Developments that truly integrate protocols into program-
ming languages and tackle interprocess communication among
processes written in different programming languages would
open up many new opportunities for users of HLP’s. Programs
using the protocols would be easier to implement and easier to
change. The protocols themselves could be changed more
readily, and could be described by precise definitions as well as
lucid implementations. .

V. CONCLUSION

The emergence of resource-sharing networks and the HLP’s
that exploit them has aroused public interest in standards.
Although a standard protocol is substantially harder to design
than is a set of private communication conventions, the reward
is enormous: the ability to communicate effectively with a
vast number of computer resources. The desire to generalize
an HLP—to increase its scope to handle as many uses as
possible—is countered by increased difficulty in achieving a
standard. The search for simple effective standard HLP’s is
still in its infancy—we can expect that HLP development will
continue, and can hope that further principles and methodol-
ogies will emerge to help design these protocols.

Although they have received increased attention because of
the growth of computer networks, problems of standardization
and generalization are not intrinsic to networks. In fact, the
presence of a network often confuses the job of designing a
framework to provide service to an application with the job of
transmitting information in a network. Breaking the problem
into issues of language, coding, and transport is a help. More
importantly, the application must be understood well in simple
environments, free from standardization constraints, before a
standard protocol design is attempted.

The outlook for streamlining specification and implementa-
tion of HLP’s is closely tied to the development of HLL’s.
Existing HLL’s provide facilities that can be applied to simplify
these tasks. The important next step is for the language de-
signer to realize that programs written in his language will need
to communicate with other programs written in other lan-
guages, on computers with different conventions. Protocol
definitions must be shared among these environments in order
to propagate standard protocols. Although it is a difficult goal
to standardize even a simple form of interprocess communica-
tion over a wide variety of computing equipment and pro-
gramming systems, ignoring this opportunity will curb the po-
tential of resource-sharing networks. Ultimately, HLL’s could
be enhanced to the point that techniques used to implement
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HLP’s will be expressed as naturally as arithmetic expressions
are now. :
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Tutorial Survey of Algoritnms For Locating and ldentifying
Spatially Distributed Sources and Receivers

M. Morf, B. Friedlander and J. Newkirk
information Systems Laporatory
Stanford University

Stanford,

we present a short tutorial survey of algo-
ritnms for locating and identifying spatially dis-
tributed sources and receivers. The empnasis is
on metnods taat are eitner considered to De very
pasiz or lend themseives potentially <o distri-
cuted computations, the main cbjective of this
work. we snall also very briefly outline our own
appreach to this set of proolems.

L. latroduction

Ln many practical problams it is necessary to
determine the Llocaticn of signal (noise) sources
from aeasuregents provided oy ome or more sensors.
Typical appiications include:

acoustic surveillance systems (e.Z.,
detection of iow flying aircraft),

sonar

Seismic arrays for seismic exploration, moni-
toring sarthquakes and nuclzaar explosions, or
qetecting venicle movements,

elec-

antenna arrays for radio astronomy Or

-ronic surveillance (e.g., direction fina-
irg),

- Multipls radar systeams for detection and
tracking. C

Tae diversity of applications involving tne
target location prodolem makes a3 general unified
-peatapent of this subject gquite difficult. -To
provide some focus for our discussion we will use
tne following sample proolem:

Consider a =small numpoer of sensor sites
(pernaps ten) distriputed over 2 specified
area. 4 numoer of targets are present in tne
area and their location is to De estimated

pcased on the data collected Dy the sensors.
The sensors measure signals wnich are eitner
amitted by tne target (the passive case) or
reflected Doy it (the active case which
requires target iilumination). By processing
tne signals provided Dy the sensor, informa-
tion about target Dearing and/or range can be
determined.

Sometimes a single sensor is not capable of
measuring =2itaer range or dearing, as for exampls
witn omnidirectionai passive sensors. Compining
iata from 2 group or array of sensors, aowever,
makes it possible to fina the desired information.

Tnis worx was supported DY ARPA under contract
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34305

a sensor array of this type may De located 3t 2
singlie site, in which case we consiger it as one
unit, or it may De distributed among wany sites.

In other cases the sensor sites can provide
different types of target related data, in partic-
ular:

(i) Range only (ranging radar, active sonar)

(ii) Bearing only (optical, infrared

direction finder)

sensor,

(iii)Bearing and range (search,.tracking radar)
(iv) Target velocity (Loppler radars, MTI)

Different data types lead to aifferent locaction
estimation tecaniques. For example, range only or
bearing only measurements are related to target
association tecaniques (section 2.2). Bearing ang
range data is usually associated witnh tracking
algorithms for moving targets.

Data from a single omnidirectional passive sensor
is treated oy time-of-arrival mectnods (section
2.1) or peamforming and array processing tecn-
niques (section 2.4). The estimation metnod alsc
depends on tne type of signais provided Dby the
sensor site: conerent/nonconerent, "raw® or fil-
tered data (linear processing), data after detec-
tion (nonlinear processing), stc.

Classical methods of processing sensor data
nave generally been of the centralized type, that
is, all of the sensor data was collected at one
site and ctnen processed.. An alternative is to
process mucn of the data at the collection site
and to send only the relevant data to eitner a3
central site or (more generaily) to the appropri-
ate user. in Section 3 we snall discuss the dif-
ferent types of distributed processing and their
advantages.

in the last section we will describe our Own
approach to the development of aistriouted alzo-
rithms for the estimation of position, location
and otner caaracteristics of sensors and sourcss,
(Morf et al.). Wwe will give a spmort cescription
of sample algoritanms of a fully distributed nature
tnat nave assirable features. we snall also out-
line several of tae nonclassizal approacnes ©to
sciving these probdlems.

Tzennigues for estimating target location

2.0
This section provides 2 oriaf summary of tae
solution tecuniques associatea wita  tne nargst



location problem. Oniy the oasic ideas are

presented; tne details can oe found in the refer-
ances.
2.1 Time-of-Arrival g£stimation

A signal emanating from 3 remote source and
zeasured in the presence of noise at two spatially
separated sensors can De Zmodeied as

%, (£)=s(t)en, (t) (1a)

sz(t)=As(:¢D)+n2(t), (1b)
wnere s(t), n,(t), nz(c) are assumed to Dbe sta=-
tionary, independent, randocm processes. Une coa-
zon astnou of estimating tae time delay, D, is to

compute the zcross correlation function

B x,38 (%, (£) %, (6T } (2)

it follows directly tnat

ﬂx,‘2(1ﬂ=ﬁﬂss(tho) (3)
wnere A__(°) is the signal autocorrelation fune-
tion. %n important property of autocorrelation
functions is that Rss(tvgﬁss(o).' Thus, the peak
of issgeao) will occur at t=D. This provides.us
wita 3 way for finding tne delay by calculating
tae sstimatea cross-correlation function. 1f s(t)
is a wnita noise source, R (1HD)=S(1%D). and tae
peak will be snarply defined. In general, R (*)
will oe "spread out" whica tends to broaden the
peax, making it more difficuit to pinpoiat the
actuai delay. Furthermore, wnen multiple ctargets
{(and @uitiple delays) are present, tne "tails" of
tize autocorrelation functions rfor aifferent tar-
gets will Dbe overlayea and more difficult to
separzte. Thus, 1t is desirapls to preprocess tae
sensor  measurements Xx,, p N so that after
crosscorrelation snarper peaks will result, as in
fiz. '. In tne absence of neasurement noise this
¢ = done Dy passing x.(t), x,{(t) througn a
ening" filter for s(t), nence the correlaticn
removed. wnen noise 1is present, the
hnas -0 take into account toth siznal and
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Fig. ': A time-delay estimator.

Different cnoices for the pre-filiter are pos=-
siole cepenaing upon tne performance lriterion
cnosen oy the designer: the likelinooca {function
(naan and Tretter], tne deflection function [Knapp
and Carter], 2tc. Lt shoula be notad taat several
estimater structures tpesides tne aultiplier-
correlator 2stimator anave oeen developed.

N
n

All of the information about the target loca-

tion are encoded 1n the relative time-delays of
tne varicus sensors. To see this consider the
following:
y
i R
| (x.:¥4)
!, : r
; 3, ! (X7,75)
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Fig. 2: Tlarget-seasor geomelry
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waere D.. is the relative delay between sensor 1

i ; Rkt " FS
and sen3dr j, and ¢ is the propagation veiocity.

ri:(xr-xi)ct(yT-yi)z,i = 1,2,...H. (5
Lt can be snown [Schmidt] that for k23, toe set of
equations (4),(5) can be rewritten as 2 linear set
of squations for X. y., wnere tne coefficients are
mown quantities ’ (i.e. written in terms of
Dy, Xy y;). This set of equations can now Dbe
351%7ed’t5 determine tae target location.

The discussion above indicates that one way
of solving the target location problem is to first
estimate tne time-of-arrival deilays and taen ¢TO

computa the location based on the geometry of tae
proolem [Hann]. It is possible, of - course, ¢to
combine these <two 3teps ana develcp an estimacter

airectly for the target coordinates (XT y=) or, as

L__,ﬁis aore commonly dome, for its bearing’and range.

This leads to aiternative estimator structures,
typically using the maximum likelinocod approaca
[3angs ana Scaultneiss], [MacDonaldj.

z2.2 Target Asscciation Tacanigues
A special type of problam arises wnen 3witi-
ple sensors whicn measure range but not azimutn

(or vice versa) are used to estimates target loca-
tion. if only =z single tarzet is present, its
location is found oy amultilateration. for exam-
pie, aziguta measuregents frecm severzl sensors
are available, one nas only to compute ¢

secticn of tne various lines-of-sight.

I a
il

ne 1inter-



The situation becomes more complex when aul-
tiple targets are present. This is illustrated by
Fig. 3.

Tne target association problem

Fig 3:

Zach sensor is assumed to nave detectad Ctae
two targets T, T,. However, these detections are
not properly assoSiated. Lt is not known wnica
aeasurement of each sensor corresponds to wnicn
rarget. Thus, it is necessary to associate tar-
Zets witao sensor measurements defore estimating
tne targst locations (in fact the association and
location proolems are addressed simultaneously).
Notes 2lso taat if there are more targets than sen-
sors, ampbiguitises ("ghost" targets) may result.
in fig. 3, if 5. was not there, tne measurements
or and 3, would oe consistent Wwitn tne 2ssump-
tion that ta€ targets are at 3y .33 ratner tnan at

S
T

to soive
they are

Several scnemes nave Deen proposed
L target association proolem, ana
oriefly aescribed teiow.

2k =z pair of sensors and compute all the iater-
ccions of tneir lines-of-signt ©TO potential
targets (i.e. directions in wnicn Cney getected
sometning) . Tnese intersection points are poten-
zial target locations. Now pick a taird sensor
ana cneck wnectaer its lines-of-siznt pass tarouzn
any of tae intersection poiats. if not, aelete
raesa points from tae list of potential targets.
S8y proceeding tnis way wita tne other seasors, tae
list will finally incluae only tnose target loca-
tions wnicn are consistent with all the observa-
tions. it snould De empnasizea that this is a
nignly simplified aescription of more realistic
list forming algoritnms.

Pi
se

Back=-projection or 3Space-3earci

‘he space to be searcned is divided into cells of

size corresponding °TO tne system resolution.
ne numper ' is adaed to taose cells of the space
wnizn lie along tne lLine of sizht of 2 given sen-
sor detection. This process is repeated ~for ail
iines-of-signt of 31l senscors. As can De seen
from Fig. 4 tne target locations 2an oe igentifisd
1s those naving tae aighest numder (= tae aumoer

=

v

e

of sensors) written in
niga values can De
than those of tne -real

them. Note that relatively
obtained at locations otaer
target ("gnost" locations).

wn S

Fig. 4: Association by cack-projection

lnage reconstruction techniques

It is possible to view tne sensor Zeasurements as
line integrals tnrough an image consisting of
"points of light" at tne target locations. Tae
line -integrals are over the infrared emissivity
map (for IR sensors) or tne radar reflectivity map
(for ranging radars). The probiem of reconstruct-
ing images from their _ine-integral projections
aas been extensively treated in literature (e.3Z.,
Brooks ana Di Chiro, Horn]. Hecently it was snown
now these tecaniques can be applied to the target
association problem (Friedlander ¢t al., Denton =2t
al.] oy reconstructing the "brigntness aap" of tn

area under surveillance and identifying targets as
tne "bright spots". 1t snould be notad taat the
image reconstruction metnod requires that tne sen-
sors provide the actual energy zeasured in eaca
direction (range) and not just tTargst/no targsetc
information. The detaction takes place after pro-
cessing tae information from all the sensors; in
list forming and space-searcn, only tne results of

the detection performed at each individua. sensor
are passed on.
2.3 Spectral estimation

Multiple-sensor 3easurs@ents 2an 0e con-

sidered 2s sampies of a time-space function y(t,2)

where P represents a point in 3-D space. The
noticns of (temporal) correlation functicn and
(temporal) spectral density can De extended <0
time-space functions of this type. we gefine 2
randoa field y(t,2) as staticnary ana nomogenacus

if E1y(t,2)}=0 ana



R(t,t',B,R")=E{y(t,2)y(t',R")}
=i, ) ()
wnere

T=t-t', p=B-p'

Any homogeneous random field nas a spectral
representation
C ] . .
y(e.2)s J J]ped(mek D7), 1

anere g=(«,,x;,k5), 2=(x,y,2) and z(®LK) is 2

random functIon~ with certain properties. The
correiation function can be represented DOy
A(#,pr)=
oo X -l
T IIped oS ) om ak (8)
-co

where P is the spatiai-temporal spectral density.

as in tne temporal case, an inversion formula
nolds:
P, e—tep gfem KD
1A= B 4 JJJ& -
(Zy) =on
R(#,r) ot dr. (9)
As an important example, consider a xono-

saromatic (single frequency) plane wave at tem-
porai frequency o propagating in tae direction

given Dby 2 unit vector % at velocity c. 3uch a
wave 1is represented DOy

y(t,i}:exp(jubtoxo'i) (10a)
wnere

;g\):%“k. (*0p)
LC is easy to verify that <for this space-time
function we nave

d(ir,:_;:e-l(uht‘xo £ ' (11a)
and

2(@,5) =66, <5 (110)

wnicn is a delta function located at temporal fre-
quency 03 ana spatial frequency (or wave numper)
<n. This example indicated now P(w,&) provides
information regarding tae airecticn (and velocity)
of propagation of waves.

The point of tnis aiscussion is that (spa=-
tial) spectral estimation is a way of estimating
target bearing, since ir we piot P(w,X) in the X
plane (for a fixed W), it will tena o De concen-
trated around the point X which corresponds to the
direction of tne wave propagation and aence the
cearing of tne target (tae source of tnese waves).

Thus, target oODearing e&stimaction reduces to tne
probiem of estimating P(s,K) from the measurements
y(t. r.), wnere r. represents sensor locations and
©, are’the sampligg times of the output of tnat
sensor.

Many spectral estimation techniques aave Deen
used in this context; several are described in the
references.

2.4 beamforming and Array Processing

Pernaps tne most common operation in processing
signais in a sensor array is that of beamforming.
Antenna arrays (for radar, communication, ete.)
and acoustic sensor arrays (sonar) are typical
examples of beamforming. Beamforming consists of
a summation of time-delayed (or paase-sniftea)

versions of tne sensor outputs, i.e.
N
()= 2 y(t-t,,2.), (12)
i=1
wnere T, represents. the time-delay for sensor 1

ana ?i its location. Proper cnoice of tne celays
Ci snhances the signals received frea a particular
direction and attsnuates signals froa otasr direc-

ticns. This operation is the spatial =2quivalent
of a temporal narrow bandpass {ilcer.
The output Z(t) of the beamformer is a

(scaiar) time function, waich is processed so as
to obtain a measure of the signal energy in an
optimal way. The most common processing scnemes
include

Matched filtering
Wiener filtering or least-squares estimation
Maximum likelinood estimaticn

This linear filtering is often followed oy 2
nonlinear operation, e.g. squaring and integra-
tion. The order of linear filtering and

transrorming (also 3 linear operation) is often
reversed, the sxact structure depenaing on tne
application. The implementation of taese

processes is usually done in tae fourier domain
(with pnase shifts replacing time delays) but time
domain implementations are also used. & sample of
tne vast lLiterature on deamforming and tae associ-
ated signal processing (refer:ed to as "array pro-
cessing®) is given in the bibliograpay.

A ciass of array processor of particualr
interest are the different types of adaptive
arrays. The need for adaptive arrays arises f{or

many reasons. Some sxamplss:

- Null steering, to ainimize interference froam
sources other taan tie target cf interesct.

- Adaptive filtering, to aanale
and signal statistics.

unknown noise

- Adaptive beamforaing. Beaaforaing
precise «nowledge of the 3easor locations
(within fracticns of 3 wavelenzth) 1in order

regquires



that the steering delays De computed. Rela-
tively small errors can lead To serious per-
formance degraaation. Thus, wnen sensor
locations are imprecisely known or are con-
stantly cnanging, a fixed processing scneme
is infeasible.

<. The Neea for Distributed Computation

There are many advantages in distributing
computations for a large sensor network; some of
tae aain arguments are tae {oilowing:

(1) Reauction of Computational Complexity

Distributed processing is often used as a
means for solving problems related to large-scale
systems. This approcin leads to the decomposition
of a aigh-dimensional proolem into a sequence of
smaller-aimensional ones. Tais often results in
considerabie computational savings; many fast
algoritams, sucn as the Fast Fourier Transform,
are of tnis type. Also, certain large-scale prob-
lems simply cannot de solvea in 2 direct manner
(s.3., inversion of very large matrices) and ways
nave to De found to decompose the problem into
s@aller parts tnat can oe nandled. This canm, of
sourse, be done in a centralized manner, but Cthe
distriputad approach often leaas to natural decom-
positions and valiuaole insignts.

(2) deliapilicy

Distributea systems nave good properties
from a reliapility standpoint due To their
innerent parallelism. Failure of 2 computational
module does not necessarily result ian system
failure since tne computational locad can be re=-
aistripbuted among the remaining modules. Thus, 2
distriputed system may nave the apility to recon-
figure 2and continue operation. Depending on the
type of tne system and its structure, its opera-
tion after reconfiguration may be at a reduced
performance level. (This would De tne case if the
remaining computational resources wers insuffi-
sient to compiate tne solution of tne problem, or
if tne loss of a computational module was associ=-

ated with tne loss of a sensor site.) Tne system
displays graceful degradation of performance,
wnich contrasts with thne "ocatastrophic® failure

aode of centralizea systems.
(3) Flexibility
The distributed nature of computations is

often associated with distributed system Struc-
tures; sucn a systeam structure mignt be 3 collec-

tion of sensor/computer/communication moduies
interconnected in a network. Tais organization
leags to a very flexipole structure, possessing

qesirapls properties wnica are not always present

in a cencralized systsam:

- £asy system growta

n
o

- The capcity to nandle topological changes i
tne system structure (e.g., adaing Or deist-

w

[*%

ing nodes during maintalnance witnout inter-
rupting system operation).
- The possibility of incorporating many coumdi-

nations of resources, witn variabie perrfor-

mance levels, as determined oy the needs of
each user.
- The combination, in a single network, of nany

types of information sensors.
4. Qur Approacnes

Distributed processing has by now Decome 23
term that is applied to many types of systems and
is not very weil defined. 3ince tne distributed
sensor net prodliem can De weil described, see 2.3.
[1SL DSN Reportj, we snall use it as a Dbasis for
defining aistributed processing. we consiger
three computational organizations wnica could De
used in tnis context: centraiized, indepenaently
distributed, and cooperatively aistributed.

1) Centralized -- 2ll sensor data 1is passea

to a central site, wnere computation is per-

formed, and tae pertinent resuits are taen
returned to tne appropriate remote sites.

2) Lndependent -- all sensor inforaacion 1s

communicated to every other site, and e2aca

site then makes its vest estimate of tae
environment.
3) Cooperative -- 3sites =2xchange processed

information, and at most partizl sensor data.
It is tne second and third organizations tnat are
normaily referred to as distributed organizationms,
and the third, in particular, tnat we consider ¢to
be of zZreatest interest.

The Search for Distributea algoritams

Centralized algorithms are now gquite well
understood, as a perusal of the extensive litera-
ture inaicates. nowever, very few attempts aave
been made to unify and integrate all tuese dif-
ferent approaches ana cesults. A typical ocok on
radar or sonar signal processing is a rataer ad
noc collection of data, methods and theory (remin-
iscent of 2 cook=-0cok). Yo an outsider of tais
field it is extremely difficult to g2t 3 conerent
picture and to make intelligent cnoices in 2pp.y~-
ing these metheds in the design of systeas. A
systematic representation of tais «nowliege, oY
itself a tremendous task, is required in order =to
make effective use of tne available alternartives.
It is very tempting to suggest the aevelopment cf
an "expert support system" comoining 3nd extanding
recent approacnes in AL, data-03se management ind
relateag fields.

Uur approach to the develcopment of (cooperz
tively) distriputea aizorithams 2an O€ summarizad
under the following aeadings:

1. Partitioning of optizal cen

algoricams, such 35 Maximuzm-Likel
Extended Kalman rfilterinsg, and
Foraing. This approaca is useful

sonsideration

Tne systea under



aivided into subsystems with sparse
interaction.
iApplication and extension of methoas

develcped in
ized control and estimation,

the context of decentral-
e.g. team

decision theory and differential games,

nierarchical and multilevel

systems,

aggregation metnods, singular perturba-
rion and other perturbaticn techniques,

periodic

coordination and spatial

dynamic programming (sdp).

Development of new optimal distributed
algoritms for specific subsets of sensor
gata. For example,

Time/Frequency Difference of
arrival  (TUUA/FDUA) data, using
ARMA mogeling.

fange only or Angle only data,
using image reconstruction tech-
nigues or distributed versions of
the backprojection technique

descriped in 3ection 2.2.

fRange and Angle data, using Non-
linear £stimation techniques.

Mixed, possiblg
inconsistent/incomplete data, using
a aierarcnical approacn.

Advanced Concepts

The physical prcolem of locating
and icentifying sources 0nas much
matpematical structure; for 2xam-

ple, it is heavily dependent upon
tne cnoize of coordinate systems.
Non Zuclidean Geometry and Non
Classical Statistics (Non-Gaussizn)
wiil very propably oe of 3reat
penefit.

3ignal processing . of one=
dimensional signais is a very weil
developed field; spatial and other
gulti- dimensional problems, ROw=-
sver, require more advanced
mathematical tools.

our preliminary investigations
indicate that most candicate algo-
ritnms for distributed processing
require nign communication
banawiatas. As an aiternative
approacn, we are investigating Pro-
sapilistic aAlgorithms; these algo-
rithms potentially require lower
bandwidths, are naturally suited to
paralliel and aistributad crganiza=-
tions, and they can be very ropust.

from = 3ystems-desizn perspective
one snould consiger interactions
between software and narqware
arcnitecture eariy in the develop-

ment of algoritams. For this rea-
son, we are considering the poten-

tial impact of VLSL/VHS1 designs.
Using these approaches, examples of fully
distributed processing and communication algo-
rithms can be proposed. One such example 1is the

combination of the TDOA approacn [Scamidt], tne
distriouted estimation algorithm in [ LSL-DSN
feport] and a distributed protocol 3 la {Merlin

and Segall). These aigoritnms nave the desired
rooustness and low communication bdandwidths that
characterize desirable distributed algorithms.
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SINGLE-SITE DETECTION AND
TARGET PARAMETER ESTIMATION
by Paul Demko, Jr.
Lincoln Laboratory

Massachusetts Institute of Technology
Cambridge, Massachusetts 02142

1. Detection and Estimation Problems

are characterized
decide which of

Detection theory problems
by the fact that one must
several alternatives are true. For example, if
there are two alternatives, if a target is there
or not, the problem is a binary detection prob-
lem. In estimation theory problems, which very
closely parallel those of detection theory, one
must estimate parameters of a signal or situa-
tion. For example, one type of signal estimator
or receiver estimates values of a continuous
parameter. It will rarely compute the exact
signal, but attempts to be close most of the
time.

The problems in which detection and estima-
tion theory are utilized can be categorized into
three levels or a hierarchy as shown in Figure
1. Level 1 problems include detecting and es-
timating known signals in noise; level 2, sig-
nals with unknown parameters in noise; and level
3, random signals in noise. The particular
problems that will be discussed in more detail
in this note are marked with an asterisk.

The general detection/estimation problem is
more clearly explained with the aid of Figure 2.
The real situation of interest includes the
presence or absence of a target; its charac-
teristies, e.g., its reflectivity or noise emis-
sions; and its parameters, e.g., range, azimuth,
and velocity. ©Noise such as ground clutter,
weather formations, or background acoustic noise
corrupts the target information as it propagates
from the area of interest to the sensor. The
sensor transforms the information presented to
it into measurements or points in observation
space, for example, power levels in_ azimuth or
range bins. When the observation space has a
finite number of dimensions, the problem is a
eclassical detection theory problem. The detec-
tion statistic calculator processes the measured
data to produce appropriate statisties so that
target detection and parameter estimation can
best be carried cut. The results are the deci-
sion, and if positive, estimates of target
metrics.

For
simple,
of a target is indicated by 2 d.c.

illustrative purposes, consider the
idealized example in wnhich the presence
level of 'd'

volts; the larger the target, the greater the
voltage level. Absence of the target is indi-
cated by O volts. Zero-mean Gaussian noise is
added to the voltage level and the sensor takes
samples of the sum of the signal level and the
noise. The observation space consists of the
values of the sampled voltage. A possible
detection rule is to compare values of the sam-
pled voltage to a threshold, 5. If the sample
value is greater than n, 2 target is declared to
be present; otherwise the area of interest is
declared to be empty. The two fundamental er-
rors that result in this example and in detec-
tion theory in general are false alarms, declar-
ing that a target is present when it is not, and
false dismissals, declaring no target when one
is present. One usually wants to maximize the
probability of detection, P, , without signifi-
cantly increasing the oprobability of a false
alarm, P_. For this simple example, P, is plot-
ted against P with d as a parameter in Figure
3. In the figure, the actual threshold used in
the decision rule is proportional to n. The
detection probability is plotted against the
voltage level, d, with P, as a parameter in
Figure 4. Both figures illustrate that there is
a trade-off between the two major errors. If
one lowers the threshold to detect smaller tar-
gets, one must contend with a higher false alarm
rate. Alternately, if one increases the thres-
hold to keep the false alarm rate low, one must
accept a lower probability of detection. -

II. DSN Strawman Small Acoustic Arravs
1. Introduction.

The DSN strawman acoustic sensor, 2a small
acoustic array, has been introduced in an ear-
lier paper, Lacoss, "Tutorial on Sensor Technol-
ogy," (these proceedings). The signal process-
ing that must be performed to calculate ap-
propriate statistics to detect and estimate tar-
get parameters--nigh resoluticn frequency-
wavenumber analysis--is briefly described here.
In the case of a small acoustic array, the tar-
get metric that is estimated is the acoustic az-

imuth. The accustic azimuth is the true azimuth
of the target at the time the acoustic signals

being processed were emitted from the target.
Because the propagation velocity of sound is of
the same order of magnitude as the veloeity of
the target, the target has usually moved a2 con-
siderable distance by the time the acoustic sig-
nals propagate to the sensor. The statistic
that is calculated frcm the array data is power
as a function of frequency and wavenumber. An
explanation of how this result can be interpret-
ed for target detection and azimuth estimation
is first presented. Next the high resolution
algorithm is described and its signal processing
steps are 2numerated. Finally some detecticn
and estimation problems are discussed.



2. Frequency-Wavenumber Analysis.

High resolution frequency wavenumber
analysis performs frequency-domain beamforming
on the array data with the additional feature
that output noise is minimized. Conventional
beamforming and the resulting target detection
and estimation of acoustic azimuth is illustrat-
ed by considering the acoustic senmsor, a planar
array of microphones. A plane acoustic wave im-
pinges upon the array along an elevation angle &
from the vertical, and from the horizontal az-
imuth 8.
veloecity of the medium, v, it traverses the ar-
ray at the apparent velocity, C = v/siné. The
apparent velocity ranges from v for a wave pro-
pagating across the array parallel to the ground
to infinity for a wave propagating onto the ar-
ray from directly overhead.

The analysis, in effect, hypothesizes that
a wave at a particular frequency, f, is crossing
the array from a horizontal angle 8 at an ap-
parent velocity, C. The position of each of
the array microphones is used to calculate the
time delay or phase that the hypothetical wave
would have at each microphone. The data meas-
ured at each microphone are appropriately de-
layed, summed with all the other such data and
integrated. Coherent energy with the "hy-
pothesized azimuth and phase velocity adds con=-
structively, whereas energy from other direc-
tions and at other phase velocities do not.

The resulting (8,C) space is parameterized
by 8 and f/C , where K = £/C is called the
wavenumber of the wave. Another way of inter-
preting K is 2W/)\, , where )\, is the apparent
wavelength of the wave. The possible range of X
and 8 is the area inside a circle with radius
£/C as shown in Figure 5. In the analysis, this
area is discretized and the beam power at each
point is calculated. If a wave indeed is pass-
ing through the array with apparent velocity C'
from direction 8', the power will peak at
(8',£/C*) or (8',K'). The equal-power contours
of a peak that indicates a wave propagating
parallel to the plane of the array are shown in
the figure.

3. The High Resolution Algorithm.

There are two basic steps in the high reso-
lution frequency-wavenumber analysis. First,
the acoustic array data are processed to compute
estimates of the power spectral density covari-
ance matrices for all the frequencies of in-
terest. (In the DSN strawman, approximately 50
frequencies between 5 and 250 Hz will be con-
sidered.) Second, at each frequency, a spatial
wavenumber analysis is performed. Wavenumber
power estimation corresponds to a discrete two
dimensional spatial Fourier transform with spa-
tial sampling points determined by microphone

Although the wave propagates at the -
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positions. At each frequency, the power at ap-
proximately 800 to 1000 wavenumber points is
calculated. Both azimuth and phase velocity

resolution depend on frequency, and the number
of wavenumber points that are calculated vary
with the selected frequency.

The input data are M = 10 sampled waveforms
collected from the M microphones in the sensor.
During each two-second analysis interval, data
is recorded continuously for 1.024 seconds at a
2 kHz per channel rate. The 2048 samples from
each channel are broken up into K = 5 overlap-
ping blocks, each of N = 512 points. Each block
is multiplied by an appropriate window and a
Fourier transform is performed on each block.
Thus, M*K N-point Fourier transforms are per-
formed, resulting in K estimates of the matrix
pericdograms, Xi(fk). The computations
described from thi3 point are all performed for
each frequency. An estimate of the power spec-
tral density covariance matrix for frequency,
fk’ is calculated:

1

c = j

[T 4 K e
-

e xt"
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where * denotes complex conjugate. The resuit-
ing matrix is then normalized to equalize power
in each channel:

C, ,(f,)

*ee, (ec (e 2
B ET 13Tk

Rij(fk)

(Cii(fk)c

All the elements along the diagonal of

R(f, ) are one.
4

Several matrix modifications are done before the
actual estimates of power. First a small diago-
nal matrix is added to the R(fk) to force the
matrices to be non-singular:

R(fk) = R(fk)+e 59

Then, the complex R(fk) are replaced by their
inverses.

The final step is to estimate power for
each wavenumber of interest. The estimation of
power, given frequency and wavenumber, reduces
to calculating a Hermitian quadratic form using
R™'(f,) as the matrix and a complex steering

veatal', E. The elements of the steering vec-

tor are coé%lex representations of the phase de-
lay for each of the microphone locations for a
given wavenumber. Specifically, the frequency-
wavenumber power estimate is

the

where i is the wavenumber index and k is
frequency index. The superscript H implies con-



jugate transpose.

Power levels are thus computed at all ap-
propriate wavenumbers for each frequency of in-
terest, a total of approximately 42,000
frequency-wavenumber bins. A detailed computa-
tional sizing of real-time high resolution
analysis indicates that approximately 11 million
real arithmetic operations (adds or multiplies)
per second are required.

4, Detection and Estimation.

Detection and estimation consist of examin-
ing the power vs. frequency and wavenumber
results. A peak in power that rises several dB
above background noise levels for a particular
wavenumper at several frequencies most likely
indicates a target. A time average of the
results is kept such that the current power-
frequency-wavenumber results may bde compared to
those of the recent past. If a peak occurs in
several sequential results and appears to be
moving at a reasonable speed, its detection is
further confirmed and one can initiate an az-
imuth track. However, if the target does not ap-
pear to be moving, it is either traveling on a
radial path towards the sensor or it is a sta-
tionary noise source. Data from other sensors
might clarify such a situation. Effective, au-
tomatic target detection and azimuth estimation
is a difficult problem and is currently being
addressed.

1. Introduction.

The DSN strawman radar has been described
in a previcus paper, Lacoss, "Tutorial on Sensor
Technology", (these proceedings). The radar
sensor is considerably more sophisticated than a
small acoustic array and more target metrics can
be estimated from the return signals in the oo-
servation space: target range, azimuth, and
velocity. The signal processing required to
calculate appropriate statistics is substantial-
ly different from that used with the acoustic
array; nowever, the results and
detection/estimation rules used to detect and
determine target metrics are very similar.
Since the current study has not investigated the
radar problem in depth, less detail will De
presented than was for the acoustic sensor.

Pulse doppler radar observation space is
divided into range-azimuth-velocity (doppler)
sins. The return times of the reflected pulses
and location in the scan of the antenna deter-
mine intc which range and azimuth bins the re-
turn data are placed. The pulses returning dur-
ing a coherent processing interval or that time
during which the antenna "dwells" on a target
are processed and power levels for the different
doppler shift frequency or velocity bins result.

Similar to that for the acoustic sensor, detec-
tion and estimation for radar consists of deter-
mining the existence and location (the proper
bins) of peaks in power, which are presented as
a function of range, azimuth, and velocity.

2. Radar Processing.

Briefly, the radar signal processing con-
sists of the following:

-data checking and calibration corrections
-high-pass filter (3-pulse canceler)

-windowing

-fast Fourier transform and magnitude computation
-threshold computation, target detection.

-3. Detection/Estimation.

The major outputs resulting from the signal
processing are (1) map data and (2) target re-
ports. The map data represents a picture of
zero-velocity ground clutter. It is extracted
from those range-azimuth bins with zero-doppler
shift. Target reports are declared when the
power in non-zero velocity bins exceed various
thresholds.

Several interesting detection problems oc-
cur. When a target has zero radial velocity
with reference to the radar, its power returns
appear in the zero doppler bins. However, the
target's power will move with reference to the
relatively stable ground clutter. Such targets
can be detected in the clutter by noting any ra-
pid time variations in the clutter map.

Often, clutter such as clouds and other
weather formations can have non-zero velocities
and mask targets. However, the clouds usually
cover a much larger area (many more range-
azimuth bins) than an airecraft. An appropriate
time-varying threshold can be calculated DBy
averaging over an area consisting of several
range-azimuth bins (at constant doppler shift).
Thus the larger area with relatively high power
is not declared a target, but the smaller and
sharper peak is detected.

The azimuth resolution of the strawman ra-
dar is approximately 10 degrees--36 azimuths per
4 second scan or 9 coherent processing intervals
per second. There are 100 range bins covering
0.125 to 12.5 kilometers (range resolution of
approximately 120 meters). The coherent pro-
cessing interval contains returns from 12
pulses. Thus, information from $00 rangze-
azimuth bins is processed svery second: 300
512-point complex FFTs are ccmputed per second.
The net computational requirements for FFT cro-
cessing is 12.5 million real arithmetic opera-
tions (adds or multiplies) per second. It is
estimated that the other computations listed
above regquire an equivalent amount of computa-
tion. Thus, the total computaticnal require=-
ments for the DSN strawman coherent pulsed
doppler radar are approximately 25 millicn real
arithmetic operations per second.



Level

1. Known
signals in
noise.

2. Signals
with unknown
parameters in
noise.

3. Random
signals in
noise.

Detection Theory
1. Synchronous digital
communication.

2. Pattern recognition
problems.

#1, Conventional pulsed radar
or sonar, target detection.

2. Target classification.
3. Digital communication

systems without phase
reference.

4, Digital communiéation
over slowly fading channels.

1. Digital communication over
scatter link, orbiting dipole
channel, or chaff link.
#2 . Passive acoustics/sonar.

3. Seismic detection system.

4. Radio astronomy (detection
of noise sources).

Fig. 1.

Estimation Theory
1. PAM,PFM communications systems
with phase synchronization.

2. Inaccuracies in inertial
systems.

#1, Range, veloecity, or angle
measurement in radar/sonar.

2. Discrete time, continuous
amplitude communication systems.

#1, Power spectrum parameter
estimation.

#2. Range or doppler soread
target parameters in radar/
sonar problem.

3. Velocity measurements in
radio astronomy.

#4  Target parameter estimation:
passive acoustics and sonar.

#5_ Ground mapping radars.

Detecticn/estimation theory hierarchy

(after Van Trees, 1968).
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DYNAMICALLY MODIFIABLE DISTRIBUTED SYSTEMS

A. N. Habermann
Department of Computer Science
Carnegie-Mellon University
Pittsburgh, PA 15213

ABSTRACT

A distributed system can be constructed so
rhat modifications can be made while it is runmning.
Dvnamic modifications include simple changes in the
code, modifications in the representation of data
objects and restructuring of individual data ob=
jects or entire modules. Applied to a heteroge~-
neous computer network, coexistence of local imple=-
mentations allows optimal performance in each node.
Special care must be taken that modification of one
part of the running system does not cause am ava-
lanche of changes in programs that use it.

1. INTRODUCTION

It is genmerally recognized that the cost of
software maintenance exceeds by far the cost of
initial system design. Software maintenance is no
longer considered to be a temporary debugging
phase, but a permanent effort to improve system
performance, to adapt a system to new and improved
hardware and to provide better user facilities.
Therefore, much is gained by facilitating system
maintainability.

Maintenance of a distributed system that rums
on a computer network causes some specific prob-
lems. It may be impossible or very undesirable to
bring the rumning system to a halt and shut it
down for some time in order to replace some of its
parts. Typical examples of such systems are air-
line ticket reservation systems, banking systems,
stc. This raises the question of constructing a
distributed system which is modifiable while it is
running. This is the topic of this working paper.

The question is answered by exploring in par-
ticular

system facilities needed for runtime mod-
ifiabilicy

a.

wnich kind of modificatioms can be put
through while the system is rumning
(changes in programs, changes in data
representation)

the impact of modifications on the cur-
rent state of the running system

the integration of modified parts with
the running system.

s

2. ADDRESS SPACES

An important development in programming is
the shift in emphasis from control flow to data
abstraction. It used to be customary to partition

a task along the time dimension of its subsequent
activities. Research in programming methodology
[1], software engineering [2] and programming lan=-
guage design [3] demonstrated the usefulness of
organizing programs and software around data ob=
ject definitions and their manipulatioms.

The basic concept for designing a dynamically
modifiable system is that of "Address Space'”. an
address space is a design module which provides
certain facilities that can be used in other ad-
dress spaces [4]. Typical facilities provided by
an address space are:

a. creation of data objects which are moni-
tored by that address space
b. operations on data objects monitored dy

that address space.

An address space is determined by three components,
its specification, its own data and its code. The
specification part is discussed further om in this
paper. The own data part consists of the data
structures which are needed for monitoring the ob-
jects created on behalf of other address spaces.
Typical examples are a ready list used as own data
in a process scheduling address space and a2 Symbol
Table used by a lexical scanner (implemented as
address space). The code part of an address space
consists of subroutine and function programs.

The parts of an address space are placed in
virtual memory segments. A segment is accessible
through a segment descriptor which describes loca-
tion, size and curreant stace of a segment. In ad=
dition, each segment descriptor has a link field
which may point to another segment descriptor and
a reference count which reflects the number of
descriptors pointing to it. The descriptors of an
address space are linked in the order code seg-
ment, own segment, spec segment. A schematic
representation of an address space is given in
Figure 1.

Data objects are also placed in virtual mem=
ory segments. A data segment is attached to the
address space that monitors the objects im that
segment by linking its descriptor to the code
segment descriptor of that address space. The
reference count of a code segment is equal to the
number of data segments that are attached to an
address space. 5

3. DYNAMIC MODIFICATIONS

Modifications of an address space affect the
various types of segments in various ways. We
classify modifications into four categories [5
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Figure 1. Schematic Representation of an Address Space

1. modifications which change the code, but
leave all data representations as they
are (comod)

2. modifications which change both code and
data representation (repmod)

3. remodeling of existing data objects into
a new representation (datamod)

4. modifications which change the representa
tion of own data (owmmod). .

3.1 Code Modifications

Let address space AS be determined by a code
-, an own - and a spec segment whose respective
descriptors are c, o and s. Let c' be the descrip
tor pointing to a new version of the code for AS.
We now wish to replace old version ¢ by new ver-
sion c' (assuming that the representation of data
remains unaltered). This is accomplished in a
very simple way. All we need to do is to exchange
the three fields (loc, size, state) of the descrip-
tors ¢ and c'. The effect of this exchange opera-
tion is that the old descriptor ¢ now points to
the new version of the code and the new descriptor
¢' to the old code version. The advantage of
changing to the new code version in this way is
that the reference count is preserved and that the
linking of data segments, code segment, own seg-
ment and spec segment is not affected at alll

3.2 Data Representation Modifications

We introduce the notion of the '"current ver-
sion" of an address space. The current versiom is
the most recently installed (code, own) segment
pair. We use the link field in the spec segment
descriptor to point to the code segment of the cum
rent version (see Figure 2).

In case of "repmod", a new version is intro-
duced without deleting older versions. The new
code segment descriptor c' is linked to the exist-
ing own segment descriptor o, o's ref count is
incremented by one and the version pointer in spec
segment descriptor s is set to poimt to c! (see
Figure 2).

112

c: o: s:

EXIEE = | —l

: * IR
—_— | 18 ___i - 1
|obj n | ! |~ £¢

|

c

|
I

]

Figure 2. Data Representation Modificatiom "repmod"

The reason for keeping the old versiom around
is that "old" data objects (objects which were
created before the representation was modified)
must be handled by the old code versionm, because
they still have the old representation. New data
objects which are created after the representation
modification are automatically shaped after the
lacest fashion and attached to the current versiom
¢' which is found through the version pointer in
S.

If the representation of an address space is .
modified several times, there may be a number of
different versions (their number is counted in
ref count (o)), each having a number of data ob=-
jects attached. All these objects are still
usable and correctly operated upon through the
pointers of data segment descriptors to code ver-
sions.

3.3 Remodeling of Data Obijects

Data representation modification as discussed
in the preceding section does not automatically
include reshaping of old data objects. We saw
that this is not necessary, because old objects
can still be operated upon by the old version of
the code. It is also difficult to reshape all
data objects automatically, because there is no
facility provided to find all objects attached to
an address space. Their number is known, but no
backwards referencing is provided.



However, when an old data object is accessed,
its user should have the option of reshaping it
according to the most recent data representation
modification. This can be dome if it is known how
the current state of an old object is mapped into
an equivalent state of a new object. This mapping
must be provided by the designmer of a new data
representation. The mapping can be defined as a
pair of programs "decode',"encode". (This solution
differs significantly from the ome presented in
[61.) ‘Assuming that a simple canonical representa
tion of data objects is givem, procedure '"decode"
maps the current state of an old ‘object into the
canonical representation. Procedure "encode' maps
this canonical version into an initialized object
in the current representation so that the initial-
ized new object is equivalent to the state of the
old object.

When the old object is deleted, the reference
count of the code descriptor it points to is decre-
mented. If this reference count goes to zero, no
object is attached to this version any longer, so
it can be deleted (while the reference count in
the own descriptor is decremented). The new ob=-
ject created by encode is attached to the current
code segment descriptor (whose reference count is
incremented by ome).

After several representation modificatcioms
there may be several versions in use which each
need their specific decoding procedure. Thus, a
natural place to put a decoding procedure is in
the code segment of its version. There are two
reasons which suggest that the natural place for
the encoding procedure is in a unique spec seg-
ment pointed to by the spec segment descriptor.
First, there is only ome current versiom, so a
single encoding procedure suffices. Second, in
the same way that a decoding procedure defines a
path from an (old) implementationm to the specs,
the encoding procedure defines a path from the
specs to the current implementatiom.

On the other hand, each time the data repre-
sentation is modified, the designer of the modifi-
cation must provide a decode procedure (in order
to enable remodeling in the future) and an encode
orocedure for reshaping existing data objects.
Although these procedures are not used at the same
time, the fact that they are designed and written
together with the new code version is an argument
in favor of including both procedures in the new
code segment. This has the additional advantage
that there is no need for '"repmod" to set the spec
segment descriptor to the new encoding procedure.
3ut it has the disadvantage that old encode pro-
cedures which will never be used again remain in
existence and occupy memory space.

3.4 Reshaping Own Data

The most radical change of an address space
is caused by modifying the representacion of own
data. This affects code and own segment and pos-
sibly the representation of data objects as well.
Moreover, since own data is unique, the old own
segment must be mapped into the new own segment

immediately when the new representation is intro-
duced and the old code and own segments must De
invalidated. This implies that all old data seg-
ments are also useless, because they cannot use
the old address space version.

The designer of a new own data representation
must provide a procedure for mapping the current
own segment with all its information into an
equivalent new own segment. This procedure is
executed exactly once when "owmmod" is performed.
In addition, he must provide a new code versiom,
including encode and decode procedures. The ef-
fect of "ownmod" on the linking information is
that a new cycle (¢! =o' = s =c') is formed
where ¢' and o' are the new code and own segment
descriptors. The old links are not deleted except
for the current version pointer. Although all old
data objects are useless, "ownmod" is not able to
find these objects and remodel them. This does
not matter, because we can wait for each data ob-
ject until it is accessed. By that time it is
found that the code segment descriptor it is at-
tached to has been invalidated. The data object
is then reshaped by applying the decode procedure
of the old version and the current encode proce-
dure. The newly created object is attached to the
current code descriptor and the old object is
deleted.

It turns out that reshaping an old object is
accomplished by "datamod" in all cases. However,
after a "repmod" applying "datamod" to an old data
object is optionmal, whereas after "ownmod" applica=-
tion of "datamod" is mandatory.

4

4. REPRESENTATIONS IN COMPUTER NETWORKS

In case the nodes of a computer network are
not identical, a variation on the ideas described
in preceding sectioms is useful for "node specific"
implementations of address spaces. Let us assume
that most operations om data objects are performed
locally in the network node in which the object
resides. If the nodes are different machines, it
is likely that ome can find different optimal
implementatiors for each node. The following orza-
nization makes it possible to use such optimal
implementations.

An address space has 2 unique own segmentc
which resides in some node. Operations on own
data take place across the network (amd should
therefore be kept to a minimum). We abandon the
idea of a unique current version of the code.
Instead, each node of the network will have its
own version (possibly more than one) and its own
version of representing data objects. All code
versions point to the unique own segment descriptor
and all objects in a node are attached to its local
code version. Efficiency is achieved if most op-
erations on data objects are performed locally.

In order to allow migration of data objects
from one node to another, each versiom of 2 code
segment should contain a decode and encode pro-
cedure. When a data object is transferred Irom
node A to node 3, we apply the decode procedure of



A to it and the encode procedure of B. This guar-
antees full flexibility among all nodes that host
an implementation of a particular address space.

It is obvious that this scheme pays off omnly
if the frequency of migrating data objects is much
smaller than that of local operations. The beauty
of this organization is that the local implementa-
tions are entirely independent of one another.
Implementation details of one node are entirely
hidden from other nodes. Communication takes
place through a simple general specification.

5. INTEGRATION OF NEW VERSIONS
INTO THE RUNNING SYSTEM

If a code segment is replaced by a new ver-
sion, we must assume that the starting addresses
of corresponding subroutines and functions in the
two versions are not the same. The question is
how programs of other address spaces refer to
these procedures.

The thing we wish to avoid is that existing
code must be changed because code it has been
linked to has been replaced. This problem is
solved by using "entry vectors" in code segments.
An entry vector is an array of procedure starting
addresses. Each procedure is associated with a
particular element of the entry vector. Programs
in other code segments call a procedure by its
entry vector element which is the same for differ-
ent versions of the code.

The cost of this solution is an extra level
of indirection in calling a procedure. Indirec-
tion is inexpensive on most machines and negligible
compared to the normal overhead of a procedure
call. The great advantage is in the fact that
modifications affect the new version only, while
all existing programs using it do not need to be
changed.

It is not necessary for a user to include
entry vectors in his program, or for a compiler to
generate them. It is a simple matter for a limk
editor to derive a new entry vector from the new
code version and the old entry vector. If it is
allowed that procedures are given in a different
lexical order in a new version, it is necessary to
remember the mapping of procedure names onto entry
vector elements. This information is useful any-
way, because it facilitates resolving external
procedure references in new programs.

CONCLUSION

A system can be constructed so that it is
modifiable while it is running. The kind of modi-
fications which can be made in a running system
vary from simple changes in programs to modifica-
tions of entire address spaces. It is possible to
work with data objects of different representationms
in a single address space. Old representations
lose their validity only if an entire address space
is modified.

The use of different data representations and

code implementations may be very useful for a het-
erogeneous computer network. Local operations can
be very efficient and migration of objects is made
possible by local decode and encode procedures.

Modifications in one address space should not
necessitate changes in other address spaces wnich
use its facilities. The use of entry vectors
assures that references to external procedures
remain correct when the defining code segment is
modified.
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APPLICATION OF KNOWLEDGE BASED PROGRAMMING TO
SIGNAL UNDERSTANDING SYSTEMS

Cordell Green and Brian P. McCune
Systems Control, Inc.
Palo Alto, Califormia

1. Introduction

The PSI knowledge based programming system is a
computer program that acquires high level descrip-
tions of programs and produces efficient imple-
mentations of these programs [Green-76]. Simple
symbolic computation programs are specified
through dialogues that include natural language,
input-output pairs, and partial traces. The pro-
grams produced are in LISP, but experiments have
shown that the system can be extended to produce
code in a block structured language such as PASCAL.

This paper provides a brief description of the PSI
system and discusses its applicability to the task
of synthesizing signal understanding systeams in
time-critical envirommencts.

2 The PSI Program Synthesis System

The PSI system works as follows. The user wants a
performance program of some type, for example, a
news story indexing program. The user must be
versed in the application area, though need not be
an expert at programming or understand how the

PSI system writes programs. The user conducts a
dialogue with PSI, using natural language as well
as traces, examples, and very high level languages
to describe the desired program. PSI synthesizes
the program. Since program specification and use
is an evolutiomary process, each successive ver-
sion of the candidacte target program is coded or
interpreted by PSI and tested by the user. Modi-
fications in specification result in successive
versions of the target program as new requirements
develop or previous requirements are clarified.

PSI is organized as a collectiom of interacting
modules or programmed experts as displayed in
Figure 1. The major data paths and modules of the
PSI system are shown in Figure 2. There is one
data path for each specification method. Cur-
rently these are English, impuc-output examples,
and partial traces. A more conventional method,
chat of a very high level language, is a planned
addition to PSI as shown in Figure 2. These
specifications are integrated im the program net
and model.

PSI's operation may be conveniently factored into
two parts (see Figure 1): the acguisition phase
(those modules shown left of the program model),
which acquires the model, and the svnthesis phase,
which produces a program from the model.

In che acquisition phase, sentences are first
parsed, then interpreted and stored in the preogram
net (also referred to as the "program specifica-
tion" in [Ginsparg-78]). The parser is a general
parser which limits search by incorporating consi-
derable knowledge of English usage. The iater-
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preter is more specific to program synthesis,
using program description knowledge as well as
knowledge about the question asked and the cur-
rent topic to facilitate interpretation into the
program net.

The dialogue moderator guides the dialogue by
selecting or suppressing questions for the user.
It attempts to keep PSI and the user in agreement
on the current topic, provides a review and pre-
view of topics when the topic changes, helps the
user who gets lost, and allows initiative to
shift between PSI and the user.

A new module is the explainer, which generates

in English reascnably clear questions about and
descriptions of program models as they are ac-
quired, in order to help verify that the inferred
program description is the one desired. It will
also be able to explain the how and why of the
acquisition and synthesis process to the
interested user.

Another input specification method is a partial
trace [Phillips-77]. A trace includes as a spe-
cial case an example input-output pair. Examples
are useful for inferring data sctructures and sim-
ple spatial transformations. Partial traces of
states of intermal and I/0 variables allow the
inductive inference of control structures. The
trace and example inference expert infers a loose
description of a program in the form of a program
net, rather tham a program model or other true
algorithm. This technique allows domain support
to disambiguate possible inferences and also
separates the issue of efficient implementation
from the inferenece of the user's intention.

Various types of programming knowledge are
distributed throughout the modules of the
acquisition phase. In contrast, knowledge speci-
fic to ome particular application domain (e.g.,
knowledge about learning programs) is concentrated
in the domain expert, which supplies domain
support by communicating wich other acquisition
modules through the program net.

The program net and the program model (see Fig-
ure 2) are two of the major interfaces within

PSI. Both are high level program and data
structure description languages. The program
model includes complete, consistent, and inter-
pretable very high level algorichm and information
structures. The program nec, on the other hand,
forms a looser program description. Fragments of
the program net can be visited in the order of
occurrence in the dialogue, rather than in execu-
tion order, and allow less detailed, local, and
only partial specification of the program. Since
these fragments correspond rather closely to what
the user says, they ease the burden of the parser/
interpreter as well as the trace and example
inference module.

The program model builder [McCune-77] aprlies

knowledge of correct program models to convert
the fragments into a model. The model builder
processes fragments, checking for completeness



and correctness, fills in detail, corrects minor
inconsistencies, and adds cross-references. It
also generalizes the program description, con-
verting it into a form that allows the coder to
look for good implementatioms. The completed pro-
gram model may be interpreted by the model inter-
preter to check that it performs as desired by the
user and also to gather information needed by the
efficiency expert, such as statistics on set sizes
. and probabilities of the outcome of tests.

After the acquisition phase is complete, the
synthesis phase begins. This phase may be viewed
as a series of refinements of the program model
into an efficient program, or as a heuristic
search in a refinement tree for am efficient pro-
gram that satisfies the program model. The coder
[Barstow-77] has a body of program synthesis
rules [Greem & Barstow-73, Green & Barstow=-77]
which are applied to gradually transform the pro-
gram model from abstract into more detailed con-
structs until it is in the target language. The
algorithm and data structures are refined inter-
dependently. The coder deals primarily with the
notions of set and correspondence operations and
can synthesize programs involving sequences,
loops, simple input and output, linked lists,
arrays, and hash tables.

The refinement tree effectively forms a planning
space that proposes only legal, but.possibly
inefficient, programs. This tree structure is
shared by the coder and the efficiency expert
[Kant-77). When the coder proposes more than one
refinement or implementation, the efficiency ex-
pert reduces the search by estimating the time-
space cost product of each proposed refinement.
The better path is followed, and there is no back-
up unless the estimate later proves to be very
bad. An additional method to reduce the size of
the search space is the factorization of the pro-
gram into relatively independent parts so that all
combinations of implmentations are not considered.
An analysis for bottlenecks allows the synthesis
affort to concentrate on the more critical parts
of the program.

The entire PSI systém can now be used by a know-
ledgeable user. Programs have been generated from
English dialogues for a variety of domains. Among
these are:

oCLASS: A simple pattern classification program
which requires much of the programming know-
ledge necessary for more complex programs.
oIF: Theory Formationm, whose goal is to "learn"
(form) an internal model of a concept by
repeatedly examining examples of the concept.
ONEWS: An information retrieval program.
eSorting algorithms: Efficient sorting algo-
rithms for specific sorting requirements.

3 Application to Signal Understanding Systems

One new application of knowledge based programming
is in the area of processing acoustic data from a
distributed sensor network. We are investigating
the automatic generation of the harmonic—

set formation portion of the SIAP system
[Drazovich & Brooks-78].

In addition, we are working on basic issues so
that similarly developed systems can be applied in
other important military mission areas such as
electronic warfare surveillance. In the undersea
surveillance application area the signal under-
standing program is designed to produce a descrip-
tion of the ocean scenario, changing with time,
that indicates the platforms in the ocean that are
generating the signals being perceived by the sen-
sors of the undersea surveillance system. The
ships and submarines being detected and tracked
are in a noisy ocean enviromment that may also
contain other ships of no interest to the surveil-
lance system.

Suppose an analyst is attempting to analyze sig-
nals being received by hydrophones directed toward
a group of submarines and other platforms in a
noisy environment. The analyst must find the
location and type of each ship and associate each
frequency found with a likely source. This task
is known to be quite difficult. It far exceeds
the capabilities of any straightforward parametric
classification or pattern recognition system. It
is at the limit of what is achievable by knowledge
based signal understanding systems consisting of
large rule bases and programs that model the
sources (blades, shafts, pumps, etc.), harmomic
and ratio relations of sources, types of sources
on platforms, operational patterms, the ocean
environment, the noise sources, maximum speed of
the platforms, whether the locations are shipping
lanes, and so forth. If the platforms decide to
change their sound, they could disguise themselves
effectively by changing their source characteris-
tics (e.g., by using tone altering synthesizers,
running close together, using alternate pumps and
acoustic masking devices, running near sound-re-

" flecting structures, and altering their operating

patterns). The situation can be further compli-
cated by the introduction of new types of micro-
phones or signal processing systems. with these
kinds of changes happening the problem is challen-
ging indeed. The problem is that the signal un-
derstanding program would have to be preprogrammed
to anticipate each possible change in data rates,
harmonic structures, amplitude and frequency modu=
lation, etc. Similarly, any approach using
learning would also have to anticipate all of the
types of changes that could be expected and to be
able to search the very large space of possible
changes to find new patterms. It is quite unlike-
ly that it will be possible to amticipate all such
changes.

A more reasonable approach might be to allow the
signal understanding system to be reprogrammed to
respond to new patterms. The difficulty now is
the time to reprogram and debug 2 complex system
in the short time allowed in a tactical situationm.
The necessary reprogramming and debugging is of
course a slow process. A solutiom o the repro-
gramming problem is to use an automatic program
svnthesis system to reprogram or modify existing



programs and data structures {o meet the new
requirements.

A scenario for the response to new signal char-
acteristics might begin with the signal under-
standing system failing to respond, providing in-
formation inconsistent with other observatioms,
or reducing certainty factors for idemtified
sources. We assume that the appropriate portion
of the existing signal understanding system was
itself automatically synthesized, and that the
associated.explainer module could describe in
English the performance of the system and help
pinpoint the type of signal changes that are
causing the problem. The user requests, in Eng-
lish, probes into the data to look for any pat-
terns that characterize sources that seem to
cause trouble. A user may know from another
observation the identity and location of a parti-
cular source. If so, the user could request a
learning program to find patterms, expressed as
rules, that characterize that source. The signal
understanding system would then be automatically
reprogrammed to use the new rules and reanalyze
the signals. This interactive process is repeated
until a satisfactory understanding of the signals
is achieved.

A more difficult situation occurs when the truth
of a situation cannot be established by meams of
any controlled experiments, which is frequently.
the case. For example, in a noisy ocean environ-
ment one can never positively identify all the
platforms to determine what is really producing
the signals. Since one cannot ascertain truth,
one can only judge that a given signal analysis
is satisfactory according to some set of criteria.
Then the program must still find new rules that
produce some satisfactory model of the situation,
according to criteria that an adequate model of
the situation would satisfy.

The difficulty is compounded, in that it will

not in general be possible to anticipate what
criteria or meta-rules a satisfactory model must
satisfy. For example, the analyst might suddenly
notice that the number of submarines has drasti-
cally increased. One might add a constraint not
anticipated by the system designer that it isn't
possible for submarines to replicate themselves.
The cause for the increase in sound sources might
be that some sound generator was altered and the
harmonics produced were taken as separate sources.
It would then be appropriate to relax the con-
straints on grouping of harmonics so that pre-
viously disallowed harmonic structures would be
acceptable if they arise from the same location.
Another situationm might be that the sounds weren't
recognized because the submarines began moving at
speeds that were not anticipated. One might have
the system generate its best hypothesis that
assumes that anything moving very quickly or
arratically is not really a submarine but instead
a decoy. One could also add constraints for a
hypothesis that best explains all possible sound
sources or is least likely to miss especially
interesting ones.

The first major task for our new system (called
CHI) in undersea surveillance is reprogramming

the signal classification module illustrated in
Figure 3. The system we develop will input the
old signal classification module, plus new signal
classification rules in a language natural for
expressing them. CHI will produce as output a
modification of the original signal classification
program which appropriately makes use of these new
rules. The classification program is, in this
case, primarily a harmonic-set formation program
that partitions the set of frequency signals iato
a harmonically related group produced by one
source of one platform. The classification pro-
gram will use as primitive operations (1) existing
primitives of the target programming language, (2)
signal retrieval commands to a data management
system, and (3) subroutines in a simple statistics
library.

The second major task being considered for CHIL

is to write a module that learns or hypothesizes

new pattern classification rules om its own. The
input for this task is a list of comstraints that
all rules must satisfy. The output is a program

that modifies old rule sets based upon new signal
information about known situationms.

The feasibility of many other applications may not
be far off. The promise lies in our approach;
namely, that of building a large knowledge based
system that emphasizes the codification of under-
lying programming principles combined with appli-
cation specific expertise. Some generality has
already been demonstrated by extending PSI to deal
with ostensibly different kinds of programs, using
essentially the same knowledge base.
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SURVEILLANCE INTEGRATION AUTOMATION PROJECT
(SIAP)

Robert J. Drazovich and Scottie Brooks
Systems Control, Imc.
Palo Alto, California

Abstract

The SIAP project is an ARPA-funded effort which is
involved in research that explores the feasibility
of applying artificial intelligence techniques to
the integration of surveillance information for
detecting, classifying, and tracking platforms in
the ocean. A knowledge-based system has been
developed which processes multiple types of input
data using several different types of knowledge
and analysis tools. The system attempts o build
and update over time a model of the ocean scene
which it is observing. This paper provides a
short description of the SIAP system, a brief
history of the SIAP project and its evolution of
the current capabilities of the system, an over-
view of the program's structure, and an indication
of how it operates.

1. SIAP Goal and General Description

The Surveillance Integration Automation Project
(SIAP) is developing a knowledge-based system for
automating tasks involved in undersea and ocean
surveillance. The program develops and maintains
a model of activities in a specified area of the
ocean. That is, SIAP is being designed to detect,
identify, classify, and track all platforms in
its area of interest. The program goal is to
provide improved performance over the Navy's
currently implemented surveillance system. SIAP
is expected to provide an intelligent assistant
for a surveillance system operator so that he

can more effectively amalyze the large and diverse
amounts of available data. In additiom, SIAP
will allow the Navy to reduce its manpower re-
quirements for operatiom of an effective surveil-
lance system both by using fewer people and by
requiring less extensive training of many of the
remaining personnel. Figure 1 indicates the
environment in which SIAP is operating.

The approach used by SIAP is to integrate know-
ledge and information from a variety of sources to
produce the best possible respomnse to a given
situation. SIAP makes use of information obtained
from signal processing algorithms, statistical
analysis, factual knowledge, informal knowledge
(heuristics in the form of production rules) and
knowledge inferred from SIAP's previous conclu-
sions.

SIAP processes data from a varisty of distributed
sensor svstems. Lt receives data from a variety
of sources, in varying formats, and at varying
rimes. Data representing raw acoustic signals is
presented to SIAP. Normally, data arrives from
multiple arrays and provides SIAP with information
abour the same scene as detected from different
locations. In addition SIAP could receive pre-
processed data from other
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sensor systems (such as HFDF and OTH radar). The
form in which SIAP receives that information is as
a report of a contact and any details (such as
classification, locatiom, course, etc.) about the
contact that the semsor system can provide.
Similarly, SIAP can process manually generated
reports about a comtact such as movement reports,
visual sitings, and intelligence reports.

The SIAP program undertakes several specific
tasks in completing its overall anmalysis. These
include detection and verification of algorithmi-
cally detected signals; harmonic set formation;
signature formatiom; source and platform identi-
fication; location, course, and speed estimation;
multi-array and multi-beam processing; and main-
tenance of a scemario history including explana-
tions of why decisions were made. The SIAP
program is organized so that each activity is
processed by a separate program module known as

a knowledge source. Each knowledge source per-
forms an individual task which contributes toO

the overall analysis by making inferences about
relationships between model compenents. Pro-
cessing flow between the knowledge sources is
controlled by another knowledge source, wnich con-
tains rules indicating the proper order ia which
the analysis tasks are to be completed.

e SIAP Program Struccture

The SIAP program is organized into program modu-
les. Each module is respomsible for ome task in
the overall analysis process. The process
involves building a multi-level model of the
scenario being considered. For example, acoustic
input comes to SIAP in the form of "lines." These
lines are formed in line sets (for examole, har-
monic sets), which are in turn combined across
multiple arrays into sources. A source is the
system's representation of an actual noise-
making device on a platform (an engine, pump,
propulsion shafc, etc.). The sources are then
combined into platforms which provide a repre-
sentation of the entire scene. Figure 2 indicates
the tree-like structure formed by combining these
various model entities, or hypothesis elements.

The description above is simplistic in many
respects. Most importantly, it does not
consider the non-acoustic sensor and manually
generated input data processed by SIAP. These
systems typically provide information about a
platform (rather than a line). This allows SIAP
to hypothesize a placform node and then generate
"expectations' about the acoustic manifestation
of the placform (e.3., which lines would appear
in the acoustic data). Thus, SIAP coordinates
and combines the raw acoustic data signals with
higher level informaticnm. The multiple types

of inputs confirm each other and much of the
processing flow and many of the kncwledge sources
are concerned with this task. This is a power-
ful mechanism because the different types of in-
put data can sSupport each other by £illing in
information gaps during periods when an input
type is either absent or inaccurate.



Program flow in the SIAP system occurs by the
passage of events through the various knowledge
sources. There are three types of events in SIAP:
(1) knowlege-based events, (2) time-based events,
and (3) problem—list events. Knowledge-based
avents are the most numerous and reflect either the
arrival of new input data into the system oT
occurrence of a significant decision or inference
by a knowledge source. Each knowledge source
communicates with other sources of knowledge by
reporting additions or modificatioms which it has
made to the scemario model through knowledge-based
event declarations. As knowledge-based events are
generated they are queued and are sequentially
processed by another knowledge source known as
CONTROLRULES. CONTROLRULES examines the event

and calls other knowledge sources that would be
interested in the actions and inferences reported
by that event. For example, if the event reflects
a location change in a platform, the program modu-
les which calculate speed and course informatiomn
would be notified.

Time-based events and problem list events are more
specialized methods of processing flow control.
Each are used by knowledge sources to either
regain processing control or to force a specific
activity. Time-based events allow a knowledge
source to be activated at a specified time. This
provides a mechanism for SIAP to delay a decision
until more complete information becomes available,
or until a definite pattern of behavior emerges
over time. Problem list events are similar to
time-based avents except they are triggered by a
specific event (for example, the appearance of a
specific line, an anticipated change in course,
ecc). Knowledge sources use problem list events
to generate expectatioms as to possible future
activities, and then to take action if their
expectations are realized.

Figure 3 summarizes the processing flow control
described above. Note that the system actually
mainctains two major data bases: the model of the
undersea scenario it is developing and a history
file which describes the analysis and decision
processes completed by SIAP. This history allows
system users to understand why SIAP did what it
did. Associated with virtually every one of
SIAP's decisions is a confidence factor which
indicates how sure the program was of its actionms.
These confidence values are used to help control
the model development, but also provide insight
into the analysis process. A more complete dis-
cussion of the current SIAP program structure can
be found in Reference 6.

3. SIAP Development History

The initial phase of the SIAP effort (known as
HASP-the Heuristic Adaptive Surveillance Project)
was concerned with demonstrating the basic feasi-
bility of developing a knowledge-based system
within the context of the undersea surveillance
problem. This effort involved the comstruction
of a preliminary prototype program which was the
basis for SIAP's current design. The prototype
program was designed to funcrtion on synthetically
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created data and within limited scenarios of
definite duration. In September 1975, HASP
demonstrated the feasibility of the knowledge-
based system approach by successfully analyzing
several synthetic scemarios [1].

The SIAP project itself was started in June 1976
with a goal of demomstrating that the technology
developed by HASP could be applied to real world
situations and further to develop a prototype
operational system. In the past two years, SIAP
has moved toward these goals by completing three
major milestones. The first two of these demon-
strated SIAP's ability to operate on more complex
scenarios (eventually multiple arrays of acoustic
data and non-acoustic data for several hours
duration) using "'manually transcribed" real
world data sets. The tramscription process in-
volved SIAP receiving data which had been trans-
cribed from an analog representation (a lofargram)
of the acoustic signal. SIAP was able to detect
and classify the major contacts in data sets on
which it was tested. SIAP's performance was
compared to that of expert human acoustic anal-
ysts and was judged good to excellent in most
cases [2,3].

of 1977, a major research

has been to interface with an
automatic signal processing fromt end. This step
would completely automate the surveillance process
involving SIAP because it would replace the
process of manually transcribing the logargram
data into digital form. The automated signal
detection process with which SIAP has interfaced
is the Signal Imagery and Measurement System
(SIMS) developed by Bolt, Beranek, and Newman,
Inc. [4,5]. A major exercise held by the SIAP
project in March 1978 was aimed at demonstrating
the initial interface between the STIAP and SIMS
processes. SIAP was able to detect the major
contacts in the data, but becAause of the changes
in the input data (e.g., more noise, less
accurate signal parameter estimation, less

detail because of time averaging) SIAP did not
perform as well as it had on manually transcribed
data.

Since the summer
emphasis of SIAP

4. Current and Future Research Issues

The SIAP project is an exciting research effort
in many respects. Among Cthese issues are:

a. SIAP operates in an uncertain environment.
Most of SIAP's input sources are subject to
inaccuracies and ambiguities. Thus, SIAP must
develop hypotheses about the true scenario and
rate the certainty of the various alternatives.
Resolution of conflicts between different types
of inputs is also an important issue.

b. SIAP is a time oriented system. It is
attempting to receive data and update a scenario
in near real time. This presents another dimen-
sion for a knowledge-based producticn rule system
in terms of controlling processing flow and com-
paring system entities. Because SIAP is relying
on mulciple types of inputs, 2 problem also



arises in timing the arrival of data. A hypothe-
sis may be formed before a late arriving piece of
information contradicts the analysis and forces
"re-thinking" of the problem. In a real time sys-
tem with new data continuously arriving, a "back-
tracking" scheme is difficult, so development of a
dynamically adapting scenario which considers most
major alternatives presents an interesting
challenge.

c. SIAP incegrates information from multiple
data collection sources and relies on multiple do-
main experts. Unlike many artificial intelligence
systems which attempt to emulate a task currently
accomplished by a single individual, SIAP comsi-
ders a task which is currently not done by one
human. Xnowledge from domain expert in each of
the data collection systems is being combined to
provide an overall system. The tasks of develop-
ing complicates the effort.

3. Current and Future Research Efforts

The SIAP project is curreantly involved in the
following areas of development.

. work has continued toward improving SIAP's
performance on SIMS derived data. This activity
has involved the continued refinement of SIAP's
knowledge sources. In additiom, efforts have
been undertaken to capture a portion of the SIMS
process, the array line formation module, and
include it as part of the SIAP system. It is felt
that both the signal detection and line formation
activities of the SIMS process and the higher
level grouping activities of SIAP would benefit
from the information supplied by the other.

b. Efforts are being undertaken to allow SIAP
to receive inputs from a wider variety of non-
acoustic data sources in addition to more detailed
acoustic informacion gather systems. Issues such
as the timing problems discussed above are being
considered. SIAP's role as a possible allocator
of data collection resources is also being under-
taken. SIAP is being trained to detect wnen
additional information is required in order to
make a decision and to reaquest the necessary data
from the appropriate data collection system.

C. An expanded interactive SIAP/user system is
being developed to allow the human user of SIAP

to view the details of the various data bases if
desired. The actual decision and analysis process
is also being made visible to help users under-
stand SIAP's actioms.
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Protocols for DSN

(Abstract)

Danny Cohen
USC/Information Sciences Institute

Communication is the backbone of DSN. Without it - no
cooperation between its components can take place. One of
the most important lessons which we, as a community, have
learned recently. is that communication is not oniy the
problem of transferring data, but mainly the the probiem of

transferring information.

Low level protocois are the ones whose focus of attention
is on the bit traffic issue, whereas the higher level of
protocols are concerned with the transport of higher level of

information abstraction.

In a paper in these proceedings [1] the issues of high
levei protocots (HLL) are discussed.

Appiication of the philosophy of that paper to DSN yieids'
that the basic problems is WHAT shouid the distributed
components say to each other, rather than HOW do they say
it. In particular:

- The major issue in designing a protocol for OSN
systems is not the mechanics of communication,

but the parailel processing organization of the
system.

- Even though the HLL protocol hides ail the
communication details and its idiosyncrasies, the
performance issues may still penetrate through
it, all the way back into the DSN system.

By the OSN

information are found in need of being communicated.

analyzing scenario several classes of

1. Information about the DSN system,
2. Information about the STATE of the world,
3. Hypotheses, conjectures, and the like, and

4. Speciai requests for specific actions.

The first class, captures most of the STATIC (and siowly
changing) information like the momentarily configuration of
the system, its components, their capabilities and limitations,
their position and the like.

The second ciass, captures.the DYNAMICS of the situation
which the DSN system is supposed to detect. This inciudes
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mainly detected targets and associated attributes.

In situations where some/ail of the sensors are mounted
on mobiie platforms (for examples on cruise missiles), the
INTERNAL information class, (1), may be as dynamic as the
EXTERNAL information class, (2).

One may guess that the first class information generally
has to be communicated in relatively high reliabie fashion,
and is not very urgent. On the other hand, the information
of the second ciass is much more timely, as it may be very
urgent, but probably is redundant enough such that less
reliability may be required.

The t.hird class of information, conjecture and hypotheses,
reiates to the intelligence and smartness of the system, and
allows components to receive advance warnings aoout
expected upcoming events (such as the appearance of a
target in a particular area), which couid be utilized for
focusing attention and for gathering supporting evidence for

some hard to detect situations.

The fourth ciass, the special requests, are for interactions
such as flow controi to protect critical resources, like
overioaded processors and communication media. It also

inciudes requests for specific information, about default
values used throughout the systems, modes of operations,

and the like.

We strongly believe that it is too early now to focus the
attention on the mechanics of the communication, and an the
interaction of the DSN protocois with the supporting lower
level protocols.

REFERENCE

(1] R. F. Sprouil and O. Conen, "High Level
Protocols”, Proceedings of the IEEE
November 19768, Special Issue on
Packet Communication Networks,

pp. 1371-1386.



MACHINE RECOGNITION AND UNDERSTANDING OF MANUAL MORSE

Albert Vezza, P. David Lebling,
Edward H. Black®, Timathy A. Anderson®, John F. Haverty™,
David Sherry™, and Gail E. Kaiser

Laboratory for Computer Science
Massachusetts Institute of Technology
Cambridge, Massachusetts 02139

A. INTRODUCTION

"Morse code (as sent by hand) is one of the
simpiest of aural languages, yet it has fealures common
to all spoken languages.” That was written nearly 20
years ago by M. Freimer et al (1] Until recently machine
recognition of manual Morse code (its transiation to
printed text) eiuded acceptable solutions, albeit not from
lack of attention. A project in the mid-fifties at
Massachusetts Institute of Technology’s Lincoln
Laboratories resuited in MAUDE (for Morse Automatic
Decoder), one of the earliest machine transiators of
manual Morse code [2,3,4,5]. MAUDE and other early
machine transiators [6,7,8,9] were based on a smail set
of simple rules, both statistical and linguistic. The rules
did not in any sense comprise a model of the language —
for instance English -- to be transiated. These early
attempts were restricted solely to transiation. No
attempt was made to incorporate into the systems an
understanding of the information being sent, nor were
aspects of the radio domain taken into account A main
premise of MAUDE and other early Morse code systems
-- explicitly stated or implicitly assumed -- was that
Morse code couid be decomposed into a sequence of
symbols comprised of the alphabet, the numerais O
through 9 and punctuation marks. Since such a set is
complete any sequence of Morse code could in principle
be expressed by a sequence of these symbois.

Recently, a project at Massachusetts Institute of
Technology’s Laboratory for Camputer Science has
developed a new perspective on the manual Morse code
problem. We have taken quite seriously the character of
manual Morse code as expressed by the first sentence of
this paper. Indeed our approach has been to inciude in a
manual Morse code system extensive modeis or

knowiedge of the Morse, radio and natural language.

domains. Further, understanding of parts of a Morse
code conversation is attempted, and it appears that it is
necessary to understand some parts of what is
transmitted in order to transiate it correctly.

B. THE MANUAL MORSE CODE PROBLEM

The problem domain is that of hand-sent Morse
code in an amateur radio network environment. To
provide a global perspective of the Morse problem, a
scenaria of a typical amateur Morse-code neiwork may
prave helpful. A Morse-code network can be thought of
as being compesed of a hierarchical coilection of sub-
networks. A message in one sub-network may be
destined uitimately for another sub-network in the
hierarchy. A sub-network is typically composed of a
group of operators and a controiler (who is also an
operator). The netwark controller’s function is that of a
traffic manager and general overseer to insure proper
message flow within his sub-network. The network (we
wiil henceforth drop the prefix "sub™ becomes
operational when the controlier cails it to order. Each
operator, on joining the network, communicates to the
controller the number of messages the operator has to
transmit, and to whom. The controiler matches up
operators and assigns them to a nearby (usually within
10 or 15 kilohertz) frequency to conduct their business.
After the two members compiete their communication,
each reports back to the controiler, indicating what
traffic was transmitted as a check of completeness. At
any time after being dispatched, a pair of operators may
select a new frequency in a ciearer area of the radio
spectrum.

All negotiation between cperators and controiler is
accomplished with the aid of a shorthand network
protocol. Often the protocai is not foilowed precisely
[10]. The protocal language is cailed "chatter,” and it is
composed of words whose generic type is "Q-sign,” "Pro-
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sign” or "Call-sign" The vocabulary of chatter includes
about 100 essential words and as many as S00 others.
The chatter ianguage allows an operator to make
statements, ask questions, and give orders. It provides a
means for statement and query of operator identification,
signal characteristics, rendezvous information, message
traffic information, and so forth. Chatter contains an
error recovery procedure for cbtaining retransmission of
either a word, the first character of each word in the
message, everything after or before a particular word or
phrase in the message, etc. The traffic that is
communicated between Morse-code operators consists of
messages, each comprised of a header, body, and
signature. Header information typically contains from
whom, to whom, handling instructions, precedence,
number of words in the message, and other items.

1. The Radio Oomain

There are a number of attributes of Morse code
signals which we call radio domain attributes. Some of
these attributes heip but many hinder an operator’s
ability to translate Morse code. Unfortunately, even
those attributes which heiped operators perform
transliation heretofore were a bane to machine
transiators. Transmitter characteristics such as chirp are

used to good advantage by an operator to separate a
wanted signal from interference. Not only did machine
translators not take advantage of such transmitter
characteristics but such characteristics hindered the
demodulation process to the extent that errors were
introduced into the transiation because of the
characteristics. In addition to errors introduced by the
demodulator’s inability to handle transmitter
idiosyncrasies the atmosphere adds its own
characteristics which interfere with the Morse code
signal; for example shot noaise, fading, muitipath, etc.
make transiation difficult for operators and machines
alike.

(The current Morse code project did consider the
probiem of transmitter characteristics; but unfortunately,
because of some contractual restrictions, was prevented
from dealing with atmospheric characteristics.)

2 Sender Induced Irregularities

Morse code is composed of a sequence of
alternating marks and spaces. In on-off keyed Morse
code, a mark is characterized by the presence of an
audible tone for some interval of time and a space by its
absence for some interval of time. There are two types
of marks: dots and dashes. |deally, the duration of a
dash is three times that of a dot. There are three types
of spaces. They are given various names. Here we shall
call them mark-space, letter-space and waord-space.
Mark-spaces are used to separate marks of a singie
character, and their ideal duration is that of a dot.
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Letter-spaces are used to separate adjacent letters, and
their ideal duration is three times that of a dot. Word-
spaces are used to separate adjacent words, and their
ideal duration is seven times that of a dot.

The precision and correctness of manual Morse
code is far from ideal, even if problems associated with
the radio domain are omitted. Senders themselves
induce three types of irregularities: (i) spacing-errors,
(ii) mark-errors and (iii) speiling-errors. More than
ninety percent of all sender induced irregularities in
hand-sent Morse code are spacing-errors. Such
irregularities occur when a sender does not keep the
proper ratios between mark-spaces, letter-spaces, and
word-spaces. The result is analogous to spoken language
that is slurred or broken by arbitrary pauses. The
segmentation probiem in manual Morse code is analogous
to the segmentation probiem in continuous speech.
Irregular spacing makes it a difficuit problem. Hand-sent
Morse code of piain English text often has a spacing
error in each word of the message and some words
(typically the long ones) may contain severai spacing
errors. The next most frequent sender induced
irregularity is a mark-error. A mark-error occurs when a
sender omits, adds or changes the sense of one or more
of the marks (dots and dashes) making up a word Our
experience indicates that as many as tweive percent of
the words in a Morse code message may contain mark-
errors. Speiling-errors which can be so classified occur
most infrequently. Certainly less than one percent of the
errors are classified as belonging to this type, mainly
because senders know the chatter language very well
and because many common English speiling errors map
directly onto a spacing-error or a simpie mark-error,
making spelling-errors indistinguishable from these other
errors.

Needless to say, sender induced irregularities in
manual Morse code proliferate to the extent that early
machine algorithms such as MAUDE often produced
transiations that couid be read only with great difficuity,
especiaily if the reader had no knowledge of Morse code.
Yet operators have little or no difficulty coping with the
irregularities resuiting from operator lapses, radio noise
and interference and can transiate a manual Morse code
signal on which moving-threshoid transiators such as
MAUDE would produce hopelessiy garbled resuits.

C. DOMAIN MODELS

It is clear that good Morse aoperators have
conceptual models of the Morse code environment that
they use to help them perform their task. They have
models of Morse "sounds” -- sequences of dots and
dashes with rhythm and timing information -- and map
these sounds into the letters and words. They have
maodels of the language constructs that are used, be they
English, ancther natural language, or the chatter language.
Operators form models of other operators’ idiosyncratic



mannerisms and use these models in the transiation and
understanding processes and in identifying other
operators. Operators aiso have models of the Morse
code and radio domains. It is common knowledge that
"TH" is often sent with a short space between the
letters, so that a machine often interprets it as "6" (thus
“6E" is really "THE™). Similarty, "AN" is often interpreted
as "P" (thus "PD" is really "AND"). In the radio domain,
knowiedge about where relevant operators are in the
frequency spectrum, what a particular transmitter sounds
like, how a signal fades and returns - ail these form the
models that help operators identify, track, transcribe and
understand one another. It is the human beings ability to
interpret Marse sounds in the context of such mental
madels that allows her or him to perform so weill.

At this point a slight digression is in order.
Listening to a Morse code conversation among a group of
operators, one notices three distinct aspects of the
conversation. These correspond to (i) netwark chatter,
(i) message headers, and (iii) message bodies. The
chatter section is often very pooriy sent.
Characteristically, many letters and words are siurred or
separated and corrupted by other operator lapses. Yet
receiving operators have little difficuity understanding
chatter, because they have a modei of the giobal
situation: what question was asked by whom, who is
currently waiting on the network, who has message
traffic for whom, and so forth. This model and the ability
to understand the conversation.is vitally important to
transiation.

Headers of messages are structured but,
unfortunately, not rigidly. Again, to transiate them
correctly one must have some understanding of what
headers are about For instance, dates may be sent as
"3 Dec 78" or "8 12 78" or "81278" and times may be
sent as "1000Z" or "1000". We have written the dates
and times in an ideal manner, but, in fact, they might be
-- as a result of operator lapses -- segmented quite
differently, so that parts of numbers are run together or
a number is spiit apart, and one or more numbers might
contain a mark-error. One other aspect of numbers is
very important. All numbers in Morse code are five
marks long -- see [11] under Morse code -~ yet they
are often abbreviated and sent as what are called cut-

numbers. Again, context is often required to perform

transiation correctly.

The body of amateur radio message traffic is
typically English with some abbreviations. To attempt to
understand all of the English language would be far
beyond the scope of this research. We have buiit into
the system just enough knowiedge to let it perform in a
creditable fashion. Qur experience indicates that a
vocabulary, some rules about where numerals can occur
in text, rules about how to handie error signs, and a
measure of cioseness in a Hamming-iike space (for
correcting operator induced irreguiarities) are absoiuteiy
essential to the correct transiation of plain text Given
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Figure 1. The T?;ree Major Modules of the Morse
Code System and the Domain Modeis They Use.

those sine gua nons, our experience suggests that
knowiedge about idiosyncratic and irregular behavior of
individuai operators facilitates transiation.

Military message traffic differs siightly because the
body may censist either of piain text or of cipher groups.
A message sent in cipher has no language context, but
knowledge about the number of groups in a message, the
number of characters in a group, and whether groups are
aiphabetic, numeric, or mixed is necessary to transiate
such a message.

Figure 1 shows a biock diagram of the three major
medules of the Morse code system under development
by the authors. Also shown are the necessary domain
models required by each module in crder for it to
perform its task properly. The wavy line in the diagram
indicates that the signal processing system, which is
composed of special hardware and a PDP-11 computer, is
not integrated with the other major modules which are
COMBDEC, the transcription (or transiation) module, and
CATNIP, the chatter and header understanding module.
The last two are software moduies written in MDL (a
LISP-iike ianguage) [12] and running under TCPS-20 [13]
and ITS [14]. Experiments are conducted independently



for the signal processing system, and human intervention
is required to transfer the resuits to the other two
modules. COMDEC and CATNIP are weil integrated, with
appropriate feedback, and externally they appeer to
behave as one system.

A few phrases about each domain modei may
prove heipful:

1. Model of the radio domain situation — how the
individual transmitters of interest sound, i.e., whether
a transmitter has any characteristic envelope or
carrier distortions, and if so what kind and a measure
of the amounts.

2 Model of the Network situation -- which
operators are logged into the network, which are off
control frequency, which are on control frequency
and where each operator’s transmitter is tuned
relative to those of the other operators on his
frequency. This last bit of information turns out to
be quite important, as we will show later, even
though all the operators are working in a thirty to
fifty Hertz band.

3. Models of senders -- the irregularities a
particular sender may introduce, such as his or her
idiosyncrasies of language, a proclivity to introduce
extraneous dots or omit dots, etc.

4. Models of language -- the full gamut of
possibilities are required for parsing and
understanding chatter, but we have rather simpie
models for handling message bodies such as a
vocabulary and some simple ruies for handling some
special constructs and numbers.

5. Models of the situation - the system must know
when a question is asked and the possible range of
expected answers; it must know that a frequency
change has been ordered or negotiated and how to
respond appropriately; and so forth

D. THE MORSE CODE SYSTEM

As mentioned, the Morse code system is composed
of three major moduies and some domain modeis. We
will attemot in this section to present a short explanation
of each of the major moduies.

1. Signal Processing System

We believe that an interesting and important
development in the signal processing area of the Morse
code project was the implementation of a novel tandem
phase-lock-loop filter that utilizes time reversal of the
input signal. Despite the use of time reversal, the output

can be obtained in real time, aibeit with a constant delay.
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The nature of Morse-code signals -- the fact that they
are on-off keying or frequency-shift keying -- and the
fact that initial experiments indicated that the transient
response of ‘the phase-lock-loop filter interfered with
the measurement of important signal parameters, led to
the development of the novel filter.

There is a great deal of information contained in
the audio sound of a Morse-code signal -- the signal
characteristics per se -- besides the timing information
of the marks and spaces. It became clear while running
some experiments in understanding Morse-code network
conversations that the signal characteristics contained
information that was an important part of the context of
the situation; it is necessary to extract this information
in order to understand the network conversations (q.v.).

A small digression is required to expiain what a
human operator hears in the sound quality of the signal in
order to understand what must be extracted from Morse
code signals. Briefly, a human operator is capable of
detecting and tracking certain signais in a crowded
spectrum of similar competing signais. Note how one can
follow a particular conversation at a crowded cocktail
party. One can do fairly well even with one ear. There
is no binaural effect in the Morse-code domain. This
discriminating ability of human beings is evidently
knowiedge-based. To discriminate signals, an operator
uses information about how the signal sounds: (a) its
frequency; (b) its anticipated frequency drift; (c) its
amplitude and-rate of chirp, if any; and (d) the amount of
envelope distortion such as hum, clicks, yoop and
whatever other characteristics of the waveform can be
characterized. A good signal-processing front end shouid
be capable of measuring some, if not all, of the above
signal characteristics and of using the measured
characteristics for signal discrimination.

a. Tandem Phase-Lock-Loop

The general requirements can be transiated into
specific requirements of a receiving filter process for the
Morse-code application. (The specific filter design is for
an on-off keyed signal, and experiments were conducted
oniy with such a signal. Therefore, the discussion that
follows is in the context of on-off keyed signais.
However, it should be pointed out that similar arguments
can be made, and similar results can surely be obtained,
for the case of frequency-shift keyed signais.)
Extracting the on-off timing information for marks and
spaces as weil as signal quality information requires
determination of the transitions of the signal as well as
continuous estimation of the amplitude and frequency of
the signal. The latter infcrmation serves a dual purpose.
First, it is used to characterize transmitter signais for
use in transmitter recognition In addition, the frequency
on which a station is transmitting is part of the situation
model, and an uncharacteristic frequency shift of ten or
several tens of hertz often indicates a change of
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*sender” during network conversation. This type of cue
is extremely useful, because, after contact has been well
established, operators often do not re-identify
themselves. Furthermore, without the change of sender
context information, some chatter constructs are
ambiguous.

The tracking-filter modei of the phase-iocked loop
(PLL), Figure 2 [15, 18], is well suited to extracting the
information indicated above from a signal in that it gives
continuous frequency and amplitude estimates, and
presents a relatively narrow-band filter to a frequency-
modulated carrier.

However, before a PLL can give accurate
demodulation, it must achieve lock. (Lock is the state of
the PLL when the voitage controiled osciilator (VCQ)
tracks the incoming signal with a constant phase lag.)
The time to achieve lock is inversely proportionai to the
natural frequency of the loop, and is affected by such
factors as the initial frequency error (difference in
frequency between the VCO and the input) and noise in
the iocop.

Chirp is frequency modulation which frequently
cccurs in low quality transmitters. It is often caused by
inadequate filtering of the power suppiy, which causes
the oscillator to change frequency when the power stage
is turned on. Thus, the frequency modulation, or chirp,
exists where the signal makes a transition from off to on,
or vice versa. Most often, it exists only at the beginning
of the "on" period or "mark™ of the Morse-code signai.

Unfortunately, in a traditional PLL arrangement, or for
that matter any type of traditional filtering, the transient
response of the filter is superimposed on the signai.and
is largest at the signal transition points. The probiem is
exacerbated when interference is considered; as one
narrows the bandwidth of the filter to eliminate the
interfering signals, the period for which the filter
transient response is a significant factor in the output is
lengthened. In the case of the PLL, the transient
between acquisition and lock at the beginning of the
signal is the major ane, because a PLL wiil track the
signal during the on-tc-off transition until it reaches a
signal-to-noise ratio at which the signal is lost. Thus,
because the frequency and amplitude estimate of the
signal prior to lock contains important information, i.e., the
chirp information and the time at which the mark began, it
is desirable to reconstruct that portion of the signal.

A number of ways of recovering the pre-iock
information can be conceived The method settled upon
is simple. It invoives sampling and storing the input to
the PLL, and then, after the PLL has completed
processing the mark in the forward direction, sending the
stored samples in reverse order through the lcop. The
loop then demoduiates a time-reversed repiica of the
original signai, and the original leading-edge information is
reliably obtained from the trailing edge of the reversed
signal.

Because it was desirable to run the process in
real time, only the beginning portion of the signai is
reversed and a second PLL is used to demodulate it so
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that the first PLL can continue to demodulate the forward
signal. In addition, the reversed signal can be
compressed in time by sending the reverse-order
samples through the secondary PLL at a rate faster than
they were collected. Of course, the secondary PLL
needs to run at a higher frequency. Thus, it is possibie
to have reconstructed the mark before the next mark
begins.

The tandem phase-lock-loop system is shown in
Figure 3.

The input is sampled and stored in a last-in-first-out
(LIFO) memory. Meanwhile the input to the secondary
PLL is taken from the quadrature phase of the primary
PLL. When lock is indicated (by the quadrature, or
correlation output of the primary PLL) the input of the
secondary PLL is switched to the digital-to-anaiog
converter (DAC), and the stored samples are read out in
reverse order. The outputs of the secondary PLL are
taken as the demodulated signai for the time prior to
lock. The outputs of both PLL’s are sampied and a POP-
11 program reconstructs the waveform (mark).
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2 COMDEC:. The Morse code Transiation System

The COMDEC (computerized Morse Decoder)
control structure was designed to consist of any number
of moduies, each of which would be an "expert” on one
aspect of transiation. Each module can add suggested
transiations to a lattice of possibie transiations.
Successive modules decide whether further error
correction is necessary by examining the quality of
existing suggested transiations in the lattice, then pass
that section of code to the next moduie in the chain, and
so on, until each transiator module has examined the
entire message. A major part of the design is an N-
dimensional metric for measuring trial transiations and a
heuristic algorithm for comparing the measures.

Translator moduies are ordered approximately in
terms of increasing severity of the sending errors they
are able to correct. Thus, spacing-errors are corrected
first. Later, mark-errors are corrected

The first module to process a code sample is a
moving-average transiator, a hybrid of MAUCE [2] and
FRAUD 71 It classifies marks and spaces into the



appropriate types by comparison with continuously
updated averages for each type and threshoids between
types. More importantly, it associates with each mark
and space a number which represents its confidence that
the classification was correct. These assignments and
confidences are used by later modules to select areas of

the sample where errors appear to have occurred.

a. Handling the Segmentation Problem

The performance of moving threshoid Morse code
transiation systems suffered quite saverely from the
effects of improper segmentation of Morse code
sequences. Morse code iranslators suffer from two
types of segmentation difficulties: first, character-spaces
and mark-spaces are confused such that two characters
are sometimes decoded as one, e.g, AN as P, and vice
versa; second, word-spaces and character-spaces are
confused such that "THEY ARE is transiated as "THEYARE’
and "HOLD® is translated as 'H OL D*. The DEGARBLER
[17], a program based on the use of digraphs and
trigraphs found in English words and a dictionary of
words, was capable of correcting many of the word-
segmentation errors that occurred in MAUDE output, but
it could not obtain the proper transcription of Morse
sequences that had character-segmentation errors
present.

Because words corrupted only by segmentation
errors contain a correct sequence of marks, we realized
that words can be represented by the “run-iength
sequence” (RLS) of the marks. The run-iength sequence
is a string of numbers, composed of the number of
consecutive dots which begin the word, followed by the
number of consecutive dashes which foilow those dots,
and so on. (By convention, a run-fength sequence always
begins with the numper of dots, even if the number is 0.)
The principle is simple. All mark and character spaces
are removed from the representation. Because spacing
errors occur frequently -- one or more per word -- a
major source of difficully is removed. Basically, the RLS
is a mapping of words in the Morse-code damain onto
some space. Each word along with its variants, obtained
by taking ail possible combinations of character
segmentation errors, are mapped to the same point in
that space.

The reverse mapping of run-length sequence onto
legal words is not necessarily unique. However, better
than 85% of the RLS for a dictionary of over 10,000
words are unique and most of those that are ambiguous
have but a few members in their ambiguity sets. The
ambiguity resuiting from representing words by their RLS
is not a significant probiem, because often the simple
heuristic of comparing ail the words with a specific RLS
to the MAUDE transcription of that segment of Morse
code is sufficient to determine the one the sender
intended.

To understand how the RLS is used, consider the
following. The sequence of dots and dashes for the word
"the" was sent with spaces such that a context-
insensitive decoder could not transcribe it into a proper
word, i.e., the sequence sounds like '6E. A generai
heuristic that one might think of adopting is this: find ail
the possible words which that sequence of marks could
represent and pick the one that seems to fit best
according to some criterion. If one tried to implement
such a heuristic in- a brute-force manner, 2#s5 or 32
possibilities would need to be considered, as the word
"the” (- ....) has three mark spaces and two character
spaces for a total of five spaces. Thus 32 permutations
and look-ups would be required to find "the® and any
other wards with that mark sequence. On the other
hand, using the RLS representation with no permutations
and one look-up, "the" and all other legal words with that
RLS are returned Consider the word "compiex”, not an
unusual or overly long English word. If it were sent with
a spacing error, and a brute-force method were used to
obtain possible candidate words, the possible spaces
associated with the sequence of dots and dashes would
require more than two miilion (2¢%21) permutations and
look-ups, only to discaver that in the dictionary currently
in use only the word "compiex” could be represented by
such a sequence of marks. Again, the RLS representation
would return the word "compiex” in one look-up.

The use of the RLS soives only the character
segmentation problem Word segmentation is handled by
a heuristic that spiits or joins character sequences. The
heuristic uses the confidence ieveis returned by the
MAUDE decoder tc determine how to proceed. (For
more details on RLS transiators, see [18, 18, 20).

b. Handling Mark Errors

The mark-error correction moduies are able to
correct eight different classes of mark-error in words
which contain at most one mark error. Statistically, the
vast majority of mark errors are of the types COMDEC
can correct, and occur oniy one to a word The types of
mark errors corrected by COMDEC are (i) sending an
extra dot, (ii) sending an extra dash, (iii) sending two
extra dots, (iv) running two dots together as a dash, (V)
spiitting a dash into two dots, (vi) dropping a dot, (vii)
dropping a dash, and (vii) dropping two dots.

These mark-errors are easily correctable because
words with these classes of mark-errors map to nearby
points in the RLS space and the space is very sparsely
popuiated for containing eieven marks or more.

c. Handling Error Signs and Number Constructs
When a sender reccgnizes that he or she has made

an error, he or she will resend the erroneous word,
phrase, or sentence, signailing with an error sign that



retransmission is about to occur. This behavior is
somewhat analogous to a typist who spaces back over an
error and overstrikes it with X’s. An error sign is usually
a sequence of dots sent rapidly, rarely fewer than six,
and rarely more than twenty. The number of dots sent
varies even within a singie transmission, as does the
separation of the dot-sequence from the erroneous code
preceding it and the "correct” code following it More
importantly, the semantics of an error sign vary even
more widely. Thus it is necessary to locate and to
ascertain the meaning of an error sign. An error sign
may mean to ignore the previous word or characters, or
it may mean that the previous word or phrase wiil be
resent, and so an. Some examples from actual code (with
the symbol "®" used to represent an error sign) foilow:

ANY B OY OR GIRL 13 TO 18 e 13 HHO
The correct transiation:

ANY BOY OR GIRL 13 TO 18 WHO

This is the most typical use of an error sign It signais
that the previous word or object was in error, and the
sender resends the word correctly. The error sign in
this exampie contained thirteen dots.

PAGE B 23 OF TODAYS PE TPERS e TODAYS PAPER:

This is similar to the previous example, but two words
are erased and resent. The error sign contained eieven
dots.

THE CORNER OF WASHINGTON
BLVO =@ AND SCHOOL STREETS

In this example, the word "BLVD" is erased -- it shouid
not have been sent at ail. The error sign contained
seventeen dots.

d. Handling Numbers in Plain Text
COMDEC recognizes arbitrarily long sequences of
digits as "numbers”.

The probilem of transcribing numbers is analogous

in some ways to that of transcribing error signs, and it

arises from the fact that most of COMDEC's transcribing
is vocabulary-based. Since it is theoreticaily possible to
send a number containing an arbitrary number of digits, it
is impractical to use a “dictionary™ of numbers. Instead,
COMDEC takes advantage of the properties of the Morse
code used to represent the digits: (i} All digits consist of
five marks (exceot cut numbers which are also handled).
(ii) Every digits contains a sequence of dots followed by
a sequence of dashes, or vice versa. (iii) A number very
often appears in context, for example, as a part of a
date, time, address, page number, or age specification.
This context is used to reinforce the probability that the
item is a number. A number appearing out of context
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must be allowed, as ail possible contexts have not been
or cannot practically be impiemented. If a number
appears out of the contexts in which a number is
expected, it is locked upon by COMDEC with suspicion,
and it will be allowed to remain a number only if it is
relatively weil sent.

COMDEC searches for mark sequences that fit
these criteria and then attempts to "expand” them on
either side (to produce compiete numbers). The only
limitation on this aigorithm is that at least one digit of an
n-digit number must be sent correctly.

e. The COMDEC Dictionaries

COMDEC’s dictionary for plain text messages is
comprised of 4200 root words. A morphoiogy program
embedded in the transiator handles a large but not
complete set of word endings. Thus, a word usually
appears in the dictionary only in its root form. The
current morphology program understands the endings "
s, "-ed,” "-ing,” "-er,” "-est,” "-ly,” "-tion,” “-ment,” and
combinations of the preceding, such as "-ers.” The
dictionary specifies the endings taken by each word.
When endings are considered, the effective size (about
18,000 words) of the dictionary is several times the
number of its roots and it approaches the size of the
cqnversationai vocabulary of the average English
speaker.

3. CATNIP Chatter and Header Understanding System
CATNIP is a semantic-syntactic augmented-
transition-network (ATN) parser that chooses a path

through the lattice of possible transiations created by
COMDEC.

CATNIP uses ATN diagrams to choose the correct
word from a lattice of possible transiations. It starts in a
certain state of the transition network, and progresses
from one state to another, depending on the next word
or words in the lattice. With each state is associated a
list of words, and with each word a new state. CATNIP
matches the list of words from the state with the list of
words possible at that point in the transiation lattice,
matches yield valid new states.

If that were ail, the network would simply be an
unaugmented transition network. However, CATNIP
retains a context, which it changes (usually with every
word) and which can be tested when it is trying to match
the words. The context includes such things as who is
the sender of the current transmission, who is the
receiver, who is the net controiler, and so on. ATN’s, as
opposed to unaugmented transition networks, are goed
for parsing grammars that are dependent on the context
and on past occurrences [21]



ARC - S,S: HR NW
OK BK
R RR
BT
ARC = |,1: TFCK
NR NW
8T

Figure 4. Augmented Transition Network Diagram Cailed Traffic Header.

Naturaily, ambiguities creep in. Sometimes more
than one match is possible; CATNIP allows for this by
processing one of the new valid states and saving all the
others. The context at that point is saved with the
states that were saved CATNIP has the ability to return
to the saved states and try those aiternate paths.

Finally, CATNIP aiso has a limited understanding of
the events on the net. Understanding these events is
important in understanding the state of the net at any
point (how many cperators are working, wha they are,
who is talking, etc) and it is important in choosing the
correct ward at a particular point in the transiation

The context is used as the "understanding” part of
CATNIP. Take the following transmission as an exampie:
"ROCK ROCK ROCK DE SALT SALT QSA ? QRK ? K~
Upon completion of the parse, the parser would retain a
context that contained the information that the receiver
was ROCK, the sender was SALT, and SALT had asked
ROCK two questions: "What is my signal strength?™ and
"What is my intelligibiiity?”

Retaining this kind of context heips find the right
transiation and decide later ambiguities (such as who is
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the receiver at a certain point, if he or she was not
explicitly named). The successive contexts aiso furnish a
synopsis of the entire session after the parser is
finished.

CATNIP is a recursive procedure that allows one
to name ATN diagrams of simple structures (such as Q-
signs that are often used), and to use those as parts of
other diagrams without actuaily dupiicating the simpie
diagrams. Thus a more structured "grammar™ can be
created without aver complicating the data base.

Figure 4 shows a typical ATN diagram. Each
italicized ARC label such as "Header” indicates a cail to
another diagram; in lower case are labeis such as
“location™, which indicate that the Iabeied input that wiil
parse is a location (such as "BOSTON" or "BOS™); arcs
labeled with a number sign =" mean that a number is
acceptable as input (with the parenthesized statement
indicating the meaning of the number, e.g, (nr - gr) means
number of groups); and arcs laceied in upper case mean
that literal input of one of the specified labeis is
acceptable. The system currently contains about 25
diagrams with an average compiexity of the one shown in
Figure 4. -



E RESULTS

Two sources of test data were used We obtained
approximately 30 thousand characters worth of data from
amateur operators and others who could send and
receive Morse code. This data was hand-keyed in our
laboratory. Some of this data was obtained using actual
transmitters connected to our cable network [22] This
data was composed primarily of plain text with a small
admixture of netwark chatter. Chief Warrant Officer
Robert Bolling at the Army’s Morse code school at Fort
Devens arranged to have several instructors at that
school simulate an actual network environment. From
that simulated environment we received audio tapes
containing approximately 20 thousand characters of hand-
sent Morse code. This data was composed of chatter,
headers, plain text messages and cipher group messages.
It was the most useful data in that it forced us to face
many problems and constructs we had not encountered

previously: error-signs, numbers in plain text and many

different types of chatter constructs.

We measure the performance of our Morse code
system in two ways. First we compare the final resuits
with the resuits produced by the first stage of our
transiator, which is a MAUDE-like moving threshoid
transiator. Second we compare the final resuits with an
experienced operator’s transiation. The experienced
operator had the use of a variable speed tape recorder.
He at times found it necessary to replay parts of the
tape, occasionally at slower speeds.

Figure Sa shows a transiation by a MAUDE-like
transiator of one of the plain text messages: contained in
the Fort Devens data While it can be read, especially
by a person who knows Morse code, a considerabie
effort is required. Figure 6a shows the same message as
transiated by COMDEC, our Morse code system’s

IN ANATT E MPT TOALLEVE EEf{..........JALLE4IATE YOUTV UN £ MPLOYMENT I N THE CI
TN T ccasosenmveonnsse } CI ‘TY. TSE SUNDAYGLOBE ON MAY38 WILL PUBLISS FRE E
AOVERTIS E MENTS FOR SOSTON T E E NAGERS S E E KING SUMMER JOBS. ANY B OYORGIRL
131010 lccsssnenee ...}19 USOLIVES IN BOSTONCANP LACE AJOS WANTED AD Wl THOUT

CAAEEEEEEEEEEEEEEE CH#GE SYFILLING QU T THE C{---..-}PON ON PAGE B 23 OF TODAYS

PETPER(ccecececeel laense

..} TODAYSPAPER ANDMAILING I T TO SUMMER JOBS {--..-]

TSE BOS (———-}N GLOBE . BOSTON . MAS S AC S EEEEEEEEEEE MAS SACSUSE T TS 821@7.
TE E N{.---.}ERS MAY ALSO TAKE TS5 E COUPONS T O TSE GLOBES DOWNTOWN OFFICE , A

T TSE C ORNER OF WASHINGTON SLVO EEEEEEEEEEEEEEEEE AND SCH OOL STRE E

TS.ORATITS MAI N OF FICE . 13 (.......} MORRISS E Y BLVO. OORC4 E STER Ale=.=}
COUPTANS (--..-}S T B E RE CEIVED (-.....}Y EEEI P M ,LEDNESDAY Mi..--]

MAY (..--] T EEEEEEEEEEE , MAY2TS.JOBSE E K1 EEEEEEEEEEE JOBSEEKERS MAY BE
8SPECIFICAS THE Y L IKE I N ME NTIONING TSE SO(..-.-.}S OR DAYS TSEY AR E
AVAILABTIIE{........} AVAILABLE FOR E MPLOYMENT, THE TYPE OF WTMRK 6 E YDES IRE
{===.=.) CANDD {-==.-.}WV AT W{,-==.} E S TH E Y E XPECT. THE _

{.==..} SUILLAPPE#INTSE MAY3@CLASS IF11 EEEEEEEEEEEEEEEET CL&SISE [ £ O SECTION '
UNDER EH E EHE (.--..)} ING SI EEEEEEEEE HEADING S IRE ABOSTON T E E NAGE RFOR TH

E SUMMER .

Figure Sa. MAUDE Transiation of Plain Text

IN AN ATTEMPT TO [xxxxx @] <ALLEVIATE> <YOUTH> UNEMPLOYMENT IN THE [xxxxx el

CITY .

<THE> SUNDAY GLOBE ON MAY 38 WILL <PUBLISH> FREE AOVERTISEMENTS FOR

<BOSTON> TEENAGERS SEEKING SUMMER JOBS . ANY BOY OR GIRL 13 TO [xxxxx el 13
<WHO> LIVES IN BOSTON CAN PLACE A <JOB> WANTED AD WITHOUT [xxxxx el CHARGE <BY>
FILLING QUT THE COUPON ON PAGE B 23 OF [xxxxx el TODAYS PAPER AND MAILING IT 10
SUMMER JOBS <.> <THE> BOSTON GLOBE , BOSTON , [xxxxx @] <MASSACHUSETTS> 82197 .
TEENAGERS MAY ALSO TAKE <THE> COUPONS TO <THE> GLOBES DOWNTOWN OFFICE . AT
<THE> CORNER OF WASHINGTON <BLVO> (el AND SCHOOL STREETS . OR AT ITS MAIN
OFFICE . 135 MORRISSEY BLYD . <DORCHESTER> . <COUPONS> MUST BE RECEIVED THEY S

PM . WEDNESDAY [xxxxx el

. MAY <26> . [xxxxx e] JOB SEEKERS MAY BE AS SPECIFIC

AS THEY LIKE IN MENTIONING <THE> <HOURS> OR DAYS <THEY> ARE [xxxxx e] AVAILABLE
FOR EMPLOYMENT . THE TYPE OF WORK <BE> (Y} DESIRE OR CAN DO OR <WHAT> WAGES
THEY EXPECT . THE ADS WILL APPEAR IN <THE> MAY 38 [xxxxx el <CLASSIFIED>
SECTION UNDER <HE> [xxxxx @] HEADING <HIRE> A BOSTON TEENAGER FUR THE SUMMER .

Figure 6a. COMDEC Transiation of Plain Text.
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“transiator. An "@" in square brackets indicates an error--

sigm; "XXXXX" preceding the "@" indicates that a portion
of the message, believed to be the part in error, was
suppressed; and "< >" indicates a word obtained from
the dictionary by assuming the sender made a mark-
error. The COMDEC transiator made four errors:
transcribing "BY" as "THEY", “THEY as "<BE>", "THE™ as
"HE"; and not suppressing "BLVD" after the word
"WASHINGTON". To handle the last error correctly the
transiator would need to know that in Boston, Washington
is a street and not a boulevard Less than three percent
of the words in the message were in error. The
operator made 33 errors in transiating this message: a
20% error rate. Both COMDEC’s resuit and the
operator’s resuit are quite readable.

Figure Sb shows a transiation by a MAUDE-like
translator of some chatter, a header and a portion of a
ciphered message. Figure 6b shows the identical portion
of Morse code as transiated by the cooperative efforts
of COMDEC and CATNIP. Both the operator and the
COMDEC-CATNIP transiations of the chatter and header
were perfect. (The "{ }" at the beginning indicates that
the enciosed sequence cannot be transiated.

"MAUDE™ decoding:

SALT:  (..-VVVV} (VVV}0SA? K
ROCK:  RARROSASOSAS K
SALT:

ROCK:  RRRORVK

SALT:

Consequently the transiation obtained from the movinE
threshoid first stage transiator was used (This construct
resulted from a splice in the audio tape.)

The COMDEC-CATNIP tandem transiated 19 groups
incorrectly and the aperator 32 It is interesting that both
the operator’s transiation and and the machine’s
transiation had 13 incorrectly transiated groups in
commen. In addition to transiating groups incorrectly both
the operator and the machine added 9. extra groups
because the semantics of the error-signs were
ambiguous. -

One very encouraging aspect of the system is that
on a DEC 20 it is 2 to 10 times faster than real-time,
depending upon the number of irregularities and errors in
the Morse code.

One should not draw hasty conciusions from these
resuits. We have worked very hard-to obtain the resuits
we have but the job is not yet complete. For instance,
the chatter and header constructs preceding the piain

" text message of Figure 6a are not yet understood by

CATNIP. Furthermore, a different set of operators using

RAE (..-.-.} METSA S EAEN METS AS UEN METENK 5 GTTC MATC TN A? K

RRR {-..-=} NWHR TFC HR TFC = = = NR 1 GR 288 844e = VOLVR OZONT

PQTOR TCY(..-....} VLHAP XGJIN NVRLC TJOMM (V.--.-..}AG OTZTZ
PODIH QRCNAGZOC E LYDE HSS GOOTR# H L{-.---..}0E B TXTB 8le 32

Figure Sb. MAUDE Transiation of Chatter, Header, and Parts of a Ciphered Message.

COMDEC decoding:

SALT: {(..=-VVYVV}} VVV 0SA ? K
ROCK: RR RR QSA S OSA S K
SALT: RR UR OQSA SURQSASURORK SATC ATC GA ? K
ROCK: R RR GRV K
SALT: RR R NW NW HR TFC HR TFC [BREAK]
[BREAK]
[BREAK]

NR 1 GR 2088 <8445> [BREAK]

VOLVR OZONT PAQTOR TCYUH VLHAP
XGJIN NVRLC TJOMM VHLAG DTZTZ
PODIH ORCNA GZOCE [xxxxx @] GAOTR [xxxxx =] LYDOE BTXTB 81532

Figure 6b. COMDEC Transiation of Chatter, Header and Parts of a Ciphered Message.
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a different set of chatter conventions might require a
significant amount of effort to augment the domain models
to understand and transiate the new chatter. Yet a
human operator could adapt to the new operator’s style
and acquire knowledge about the new chatter
conventions by listening to the conversations for a few
hours or at most a few days.
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THE POSITIONING PROBLEM -
A DRAFT OF AN INTERMEDIATE SUMMARY

Yechiam Yemini
USC/Information Sciences Iastitute

AN INFORMAL INTRODUCTION

The positioning problem arises wnen it is necessary
to locate a set of geographically-distributed
objects using measurements of the distances between
some object pairs. In a Packet Radio Network, for
instance, any two network members that can talk ¢to
2acn other may use 2 simple time-stamping mechanism
to measure the distance between them; a distance
measurement protocol may then be developed. The
problea is wnether and how the distance
measurements c¢an Dbe  used to determine thne
zeograpnical location with respect to a given
system of coordinates.

A knowledgze of the precise lccation of each networx
node is crucial to the operation of Distributed
Sensors Networks. The data collected and
intarpreted by different sensors may be correlated
and integrated only if we inow their precise
location. A position-locating system may De
invaluaple to the operation of a fleet of vehicles,
sach equipped with a Packet Radio Unit. For
sxample, monitoring the location of a fleet of
sscurity venicles, aireraft, a tank division, or a
flook of nissiles could all be assisted Dy a
sosition-locating systea. learly a positicning
system would ce an important service to Packet
Radic Network users.

A faw oproplems must be solved before a good
positioning system may be developed:

1. Zfficient algorithms to deteraine the
locaticn of objects by using distance
measurements should be developed.

2. Conditicns under wnich a solution exists or
does not exist snould be identified.

3. Conditions under which there exists a
unique solutica should de astablished.

4. Conditions under which there exists a
finite number of soluticns snould be
identified. It should also be understcod

now to transform one solution into another.

5. Conditions under which the solution is
insensitive to small measurement errors
snculd be established.

6. Tignt bounds upon the accuracy of the
solution shouid be determined.

7. 1Ill-conditioned should be

identified.

probleas

dowever, wnile the formulation of the problems is
simple, the mathematical and algoritnmic
intricacies of deriving sclutions are perplexing.

To develop some insignt into the problems, let us
consider a few simple examples. The simplest
positioning problem cf interest is to locate three
points using distance measurements. By means of
simple trigonometry, this may usually be done
easily. However, lat us consider a degenerate
triangle (Figure 1). Because the system 1is very
sensitive to errors, a small error in the
measurement may produce a large error in the
computed position. Some of the questions to de
addressed are as follows: Why is the degenerate
triangle sensitive to errors? How can we deteraine
wnether or not other systems zre sensitive?

2 3
s s

|
[

Figure 1. A Degenerate Triangular System

Positioning systems may be constructed by a2 siample
procedure of pasting triangles together, and such
systems may be positioned by solving the triangles
from which they are constructed. ~for instance,
consider the system of points depicted in Figure 2.
It is possible to locate the points in the order
numbered. However, the same system admits 2 few
solutions (the numper of which grows exponentially
Wwith the number of nodes). If we had some {urther
information about the positions of the objects, how
could we use it to identify the true solution? For
instance, if one node is known to be a2 venicle
moving on a certain road, many of the feasibie
solutions that satisfy the distance constraints can
be sliminated, because they 3ssign the venicle to 3

position not on the road. dow should that
elimination be effected?

g

¢
5
=
<
1 2l

Figure 2. A Trianguiated Positioning Systea



In particular, if a new measurement were given
(Figure 3), how can we find the right solution
among all possible ones? (A few solutions may match
the measurements to within a given srror.) We nave
shown that this last-decision problem belongs to
the alass of difficult combinatorial decision
proplams--the so-called NP complete problems. The
last statement also proves that the existence
oroolem (i.e., Does a solution exist?) is NP
complete.

@ new measurement

A Triangulated Positioning System with
an additional Measurement

Figure 3.

Not all positioning systems may be solved with the
aid of triangles. In fact, for a system possessing
a sufficiently large number of nodes, it is always
possible that the position of the nodes can be
located only by solving for the location of all
pcints simultaneously. Such unfortunate systems
require an snormous amount of computation. For a
sizple example, consider the hexagon of Figure 4.
It is impossible to solve the location of its nodes
using an incrementzl algorithm; all aust Dde solved
at once.

A Positioning System whica may only
be solved simultaneously

%;

Fortunately snough, such primitive systems (whose
parts cannot de positioned unless the whole systea
is) seem to De rare. Many positioning systems
aould e solved using an incremental process {wnich
simplifies the solution algerithm and increases its

speed and accuracy). However, 3n algoritha that
would construct the location of 2 3ziven point
system by constructing subsystems first snhould be
able to identify constructidble parts. In
particular, sucan 3n algoritha should oce able to
decide wnether or aot a given positioning system
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contains a supsystem that may Dbe solved
independently. Namely, any ineremental

construction algorithm must decide whether or aot a

given positioning system 1is primitive (i.e.,
constructible but naving no constructible
subsystems). The last problem seems to De 3

difficult combinatorial problem wnich we suspect to
be NP complete (though we do not yet Xxnow now Lo
prove this).

If the last conjecture is true, then the problem cf
constructing solutions to the positioning preblea,
using an incremental algeritam, is NP complete.
This unfortunate result does not imply that "brute
force® (i.e., iterative algorithms) should ©Dde
preferred. It is reasonable to believe that aost
actual positioning problems may De Detter solved oy
means of an intelligent incremental algerithm. The
precise meaning of "most" is yet to be defined.

Numerous other challenging and interesting related
problems exist. While we will not make a
comprenensive presentation, we will examine some of
the problems formally, sxpose the difficulties, and
present some partial solutions we have daveloped.
This report is an extended summary of our present
state of knowladge. A more detailed report is now
being prepared.

1. THE PROBLZMS

The positioning problem can De described 2s
follows:
1. P2 {P1, PZ, s v ?‘}, a set of points in

N
plane.

2. A set of distance measurements Detween scme
pairs of points. Zach measurement datum
consists of the identity of the pair ?; and
?j’ the measured distance dij
estimate of the measurement =rror €;j~

and an

3. Position coordinates for 2t least three
points. say ?1, Pz, P, to be called the

base triagele.
We shall call the set of points 2, together with
the distance measurements idl‘} and the bSase
triangle, a point systeam. =

1.2 PROBLEMS

A feasibls zosition of the point systea is a set ¢f
coordinates that satisfies the distance constraints
and assigns to the ©2ase triangle its actual
coordinates. The set of all feasible positicns
Will be called the golution set of the positioning
problen. The positioning problem consists cof
cnaracterizing the solution set namely,

1. Is the solution set empty? (sxistence)

2. Does the solution set £
of sciutions, or is a di
it a finite set? (geperalized

ain a continuum
diserets set? Is
ani Aysrass)

con'
i
it




3. If the solution set is finite, what are all
the feasible solutions? (position

o

4. What is the error in the
propagation
apalvsis)

position due to
of measurement errors? (error

5. What is the sensitivity of the solution set
to neasurement errors? (sensitivity
lyais)

In what foilows we examine some partial answers to
some of the difficult problems posed above.

Note that in the sequel we restrict ourselves ¢to
the probiem of positioning points relative to each
sther, i.s., with respect to any coordinate systea

of our 2noice. This leaves us three degrees of
freedom (twec for translation and one for rotation)
and the orientation for our choice of the

coordinate system. Witn the aid of the third item
on the input list (section 1.1) it is possible to
position the point system absolutely once it nas
ceen positioned relative tc an arcitrary coordinate
system.

2. CECMETRIC RESULIS

We associate with the noint system a3 graph wnose
vertices represent points and whose 2dges represent
distance measurements. We call this graph
Zeasyrements graph and say that a given property of
a point system is gombingtorizl when it can bDbe
axpressed in terms of the measurements grapn only.
A structure is a graph together with a mapping of
edges intoc positive real numbers wWaich we call
lenzths. A peositioning system Jay oe considered as
a pin-jcinted par structure, i.2., a truss.
Proplems of uniqueness of (i.e., structure of the
solution set) for the positioning problem transiate
into problems of rigidity of the respective truss.
Problams of a scluticn's sensitivity to errors
translate into problems of infinitesimal rigidity
of the raspective truss (i.e., admissibility of
infinitesimal flexing of the truss). Problems of
sonstructing a solution to the positicning problem
ccrrespond tc construction of the truss. Therefcore
we shall use methods and terminology that pertain
to both structures and trusses.

2.1 RIGIDITY
The results in this area fall into three classes:

1. A number of different characterizations of
infinitesimal rigidity (error sensitivity).

2. An algorithm to determine wnether or not a
given soluticn of the positioning problem
is sensitive tc measurement errors.

3 A sombinatorizl cnaracterization of plane
rigidity in terms of a property of the
underlying measurements Zrapn.

Wnile the problem of structural rigidity nas
attractad mathematicians, engineers, and arcnitects
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the -

for several centuries,l the
fundamental questicns

solution to most
of rigidity are far from

xnown. Recently interest in this age-old problem
has been renewed [(WHITELY 77,78], and some
significant contributions produced.

2.1.1 Characterization of rigidity

The first problem, i.e., that of characterizing
rigidity, has a few solutioms, all of wnich employ
local infinitesimal characterizations. Loocsely

speaking, a structure is rigid if it does not adamit
relative motions of its parts, that is, if the only
motions whica it admits are trivial (i.e.,
translations and rotations). Therefore the study

of rigidity is a study of possible amctions. A
rigid structure corresponds to a positioning
problem witn a discrete solution set. An

infinitesimally rigid structure correspoads to an
error-insensitive solution.

There are two approaches to motions of structures:
It is possible to consider the velocity vectors of
the nodes or the relative angular motion of edges
attached to a ccmmon node. Accordingly, it is
possible to develop two notions of infinitesimal
rigidity. Another possible approach is to consider
the sStresses in the structure resulting from
applying external forces. Rigidity may be defined

as the ability of the structure to resolve forces.
It is possible tc show that Doth the above
approaches are equivalent [GLUCX 75, WHITELY 77,
781.

Open probdloms:

1. Characterization of rigid structures which
are not infinitesimally rigid.

An infinitesimally rigid structure is
rigid, but not vice versa. It is possible
for a structure to be rigid (i.e., admit no
finite relative motions of its parts) yet
to admit infinitesimal perturdations (i.e.,
be sensitive to errors). A typical sxamplie
of an error-rigid rigid structure is the
degenerate triangle in Figure 1.

The difficulty in solving this preoblem is
that we do not possess extensive tools for
globali analysis, wnile local analysis is
well developed.

2. Characterization of rigidity with respect
to discontinuous zotions such as
reflections.

Consider the pair of pasted triangles in
Figure 5(a) Dbelow. The two triangles zay

be positioned with respect tc 2ach other in

two distinet ways. The two resulting
structures are rigid (do not admit rnon
trivial zotions) sut admit relative
reflection of parts. Otner structures

3
LA partial list of researchers iaterestea in the
problem ineludes Pascal, Zuler, Caucay, Maxwell,
Cayley, Alexandrov, and others.



admit a more complex form of discrete
movement of their internal parts., e.2.,
Figure 5(b).

The protlem of characterizing rigidity with

‘respect to discrete motions is difficult,
for we not only have to address a problem
of global analysis, but also face difficult
oroblems of compinatorial topology.

3 k 4

l 2 i o
Figure 5(a) 4
4 e | 7
5/ ¢ ¢
{ z &

FTigure 5(b)

Figures 3(a) and (o). Two cases of two rigid struc-
tures solving the same positioning problem.

2.1.2 Error sensitivity

The diffasrent definitions of infinitesimal rigidity
induce different algorithms to determine wnether or
not a given structure is infinitesimaily rigid.
However, most of those algorithms have Deen
oroduced by and for mathematicians unconcerned with
computational efficiency. We have developed 2
novel algorithm to test whether a given feasible
solution of the positioning problem is
infinitesimally rigid, i.e., insensitive to errors.

The idea benind the rigidity testing algorithm is
simple: try to solve for an admissible assignment
of infinitesimal velocities that flexes the
structure. It is necessary to examine only the
affects of a velocity assignments over 23 set of
nasic eircuits of the underlying measurement graph
in order to reduce the problem to the solution of a
linear system of =squatioms.

Qpen prodlems:

1. Establish measures of error sensitivity and
algorithms to compute sensitivity.

The characterization of error sensitivity
in terms ‘of infinitesimal rigidity is too
arude. We would like to nave an estimate

of how much error sensitivity a given
structure possesses.

2. Develop sensitivity measures in terms of
the distance measurements data, nct the

particular solution they yield.

In addition to the difficulty involved in
developing apriori sensitivity measures, we

face the difficulty that the 3ame
measurement data may have a number of
solutions, each possessing different
sensitivity. Apriori it is even possible
for a given system of measurement data to
possess some rigid and some nonrigid
solutions. Figure 6 depicts two solutions

of thne same positioning problem, one rigid
and the other infinitesimally flexible.

5
£
3 — -

Figure 6. A positioning problem possessing a ri id
and an infinitesimally-flexible solution

We snall now describe the third class of results in
more detail.

2.2 FROM GEOMETRY TO COMBINATORICS
2.2.1 Stiff graphs

The most powerful results of the study of rigidity
appear to De combinatorial characterizations of
rigid structures. The ideas behind the passage
from gecmetry to combinatorics are founded on scme
simple intuitive experiences?' the major idea of
which is that some combinations of bars (edzes) and
ninges (nodes) are rigid for almost any choice of
plane imbedding. for instance, the full zraph on
three nodes is rigid for all plane imbeddings; it
is not infinitesimally rigid wnen the three points
are colinear. Similariy, structures wnose

b |

Tntuition snould not be pursued blindly, however,
wnen it ocomes to problems of rigidity, for--as we
shall see--many intuitive expectations turn out,
surprisingly, to bDe false.



underlying graph is a full graph are rigid for
almost any plane imbedding. On the other hand,
some grapns will produce flexible structures for
almost any plane imbedding (e.g., a circuit on four
nodes is almost always flexible, except wnen one of
the edges is assigned a zero length or when all
four points are colinear). The problem is: I3 if
pgssible to coaracterize graphs almost all of snoge

embeddings form rigid structures?. This question
nas been the major problem of the theory of

rigidity.

We shall define a critical combinatorial property
of zraphs wnica we call (plane) stiffpess. First
we associate with a grapa G & (v,2> a number
£(3) £ 2{v|-iEl-3, measuring the overall excess
of unknowns over constraints. (Each vertex
contributes two unknown coordinates, and each edge
sonstrains the two vertices incident unto it
through a single equation for the distance. Note
that we discount taree degrees of f{reedom to
aceount for possible external motion, i.e.,
translation and rotation.) The quantity £(G)
measures the overall freedog of internal movement
of the graph.

The quantity f(G) may be used to express the
property of stiffness, i.e., of having a sufficient
number of constraints to prevent relative motions
of different parts of a grapn. Loosely speaking, 2
graph is stiff if it is possible to remove scme
redundant edges SO that the remaining graph has Q
degrees of internal freedom. and non of its
subgraphs hnas an excess of constraints (i.e., a
aegative internmal freedom). Formally, a graph
3=<V,BE> is stiff if it has a spanning subgrapn
3'=<V,E'> (i.e., G' is generated Dby removing
sxcessive constraints from G) such that

s ’(G )=0 (i.e., G' has O degrees of internal
freedom)

2. if G* is any subgrapn of G' then

f(G") 2 0. (i.e., &' does not possess
internally over-constrained subgraphns) .

2.2.2 The rigidity theorem

The most important result of the gecmetric theory
of positioning is
THEOREM (Plane Rigidity) 3:

A :;m structure m ‘;am a M

)

(Here "almost 1" is used in the topological
sense, i.e., the set of rigid plane imbeddings of 3
stiff graph is open and dense in the space of
jmbeddings, wnica further implies that for any
Borel propapility measure on the space of all
imbeddings, continuous with respect to Lebsegue
neasure, the set of non rigid imbeddings of a2 stiff
graph is of measure 0.)

3[LAMAN 71, GLUCX 75, WHITELY 78, ROTH-ASSIMOW 78]
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The theorem above is a significant tool for
nandling positioning problems, namely, it makes it
possible to infer oproperties of structure and
derive answers to the problems of positioning by
examining the measurement zraph only. The results
that we derive will Dbe true for almost all
assignments of distances to adges of the
measurement graph, wnich greatly simplifies the
study of the positioning problem.

To further appreciate the power of the result let
us note in passing that the theorem does not
generalize even to three dimensional structures.
That is, it is possible to have a sufficient number
of well distributed constraints and yet have a
structure with a continuum of solutions no matter
wnat lengths are assigned to the edges. rigure 7
selow depicts a typical system. The combinatorial
characterization of rigid structures in spaces of
dimensions greater than two is an open problea.

Figure 7.

A counter example to a 3-dimensional
rigidity theorea

2.3 LIMITATIONS OF THE RIGIDITY THEOREM

The rigidity theorem guarantees that a ic
based on a stiff graph will almost always be ri
However, it is possible to assign lenztns to e

admits infinitesimal f{lexing and -s. tne*ofo re,
very sensitive to errors. In fact, the structure
becomes an arror-increasing mechanism. One such
structure is the degenerate triangle of Fizure 1,
another is Pascal's hexagon depicted in Figure 3.
This hexagon is stiff and thus rigid for z2lmost all
plane imbeddings. dowever, the nexagon is
infinitesimally flexible whenever (and only if) its
nodes lie on a conic section. This dizarre result,

due to [CROFTON 18731, nas Seen rediscovered
independently Dby 13any researchers (ineluding
ourselves). The proof follows from a sizple

application of a celebrated theorem of Pascal.

An even worse case is that of a stiff graph
adni*ting a continuous motion {(i.e., an imbedding
of the stiff graph that is not even 3lobally
rigid). Such a structure is depicted in Figure 3.



Figure 9.
underlying graph is rigid.

Althougn the underlying gzrapn is stiff (even
overconstrained), the solution set of the
respective positioning problem contains a continuum

of solutions.

To produce such 2an example we started with 2
asonrigid structure {(i.e., 2 mechanism), then
zeticulously added dars that did not constrain the
motion of the original mechanism. Specifically, we
started with a four-dar mechanism, selected a point
on any diagonal and connected this point to points
on the original nechanism. 3y careful selection of
the connections to produce two parallelograms, the
motion of the original mechanism is not perturbed
by the additional "constraints.” Additional Ddars
are used only to nold each of the original four
bars together.

The
unpl easant
7et we should bear in 2ind that
(nignly symmetric  structures are
exceptions).

rigidity theorem  guarantees that such
positioning systems 3are axtremely rare.
they may exist
very likely

3. COMBINATORICS OF POSITIONING

Having seen the significance and limitaticns of
stiffness, we will now study stiff graphs in order

to develop methods for recognizing stiffness and
for tearing structures into stiff subparts, later
cementing those parts together. (Tearing is the
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A flexible structure whose

natural instrument for a divide-and-conquer
approach to the construction problem.)

3.1 CHARACTERIZATION OF STIFF GRAPHS

The question that we would like to address in this
section is: Wnat Dakes 3 grapn stiff? We wisn to
derive necessary and sufficient conditions for
stiffness in terms of well known graph properties.
The most natural of classical graph properties
relating to stiffness is connectivity.

3.1.1 Some simple characterizations

We nave bDeen able to derive list of wuseful

properties of stiff graphs:

EY

1. A stiff grapn is a bdlock (i.e., has no cut

vertex).
2. A cut-set of a stiff grapn, separating it
into two nontrivial components, must

contain at least 3 edges.

3. A 3-cut-set of a stiff graph, separating it
into two nontrivial components, nust 2iso
separate it into two stiff zrapns.

4. If G=<V,E> is a stiff graph and V'= 7 3

vertsx cut-set separating G into components
G, <Vi,Ei> and if the subgrapn of

~
~



spanned by V' 1is stiff, then so are the
subgrapns spanned by V' u Vi.

5. If v is a vertex of degree two in a graph
G, then G is stiff iff the subgraph of G
formed by removing v is stiff too.

The above results are a sample from a larger class
5f results, 3all of wnich serve to establish tools
for a M"divide and conquer"™ approach te the
stiffness oprcblem. For instance, we would like to
determine wnether 2 given grapn can be torn into
stift subparts waich may later be used to
synthesize the original grapn. Figure 10 depicts a

typical configuration, corresponding to result (3)
in the above list. Figure 11 depicts another
possible configuration which admits tearing, this

time a particular instance of (4).

3.1.2 3tiffness and connectivity

Loosely speaking, stiffness is a property of graphs
Wnicn nas to do with the density of edges, i.e., it
i3 2 measure of how well different nodes are
attached to each other. It is only natural to
2xpect that such a property should bear relation to
classical measures of sdge-density.

There are tharee major classical measures of
2dge-density: node degrees, minimal edge cut-set,
minimal vertex cut-set. Here we explore the
relations among these taree properties and

stiffness.

A
%:

Figure 10.

stiff vertex cuf-set

Figure 11.

T. Inere =2xist gZrapns 400se oodes  possess

10 prove this result we deseribe a simple method to

construct counter examples. Start with a flexible
graph, say a four-bar mechanism. Add nodes and
edges to increase the degrees, opreserving the
flexibility. This process is demonstrated in
Figure 12. :

The above process serves to show that:

2. TIhers sxist zZraohs with an acditracily
minipal edge-cut-jet bub winich are not stifl.

larze

Thus, two of the classical measures of connectivity
are not related to stiffness. Let us now consider

the strongest measure of connectivity,
vertex-connectivity.

We have seen in the previous section that a stiff
graph is at least 2-connected. It is easy to
construct 2 and 3-connected graphs whicah are not
stiff. But with ke-connected graphns, k 2 4, the
problem 1is o longer simple. Indeed any

4.connected graph must have a2 minimal degree wnich
is at least 4. Thus the total number of 2dges 1 is
at least twice the number of nodes. Therefore the

overall number of internal degrees cof freedca
f(G)=2n-m=3 is not greater than -3. Not only is a
4-connected graph over-constrained, but the

Tearing along a 3=-cut-set

P

sm——yEe

L

Tearing along a stiff vertex cut-set



connectivity implies that
distributed. Intuitively one would expect
4-connected grapn is stiff.

the edges must be well
that a

Not so. It is possible to conmstruct 4-connected
and even S-connected graphs wnich are flexible.
Two such examples are depicted in Figures 13 and
14.

The process we applied to derive these two

surprising grapns cannot de applied to produce B=
(or more) connected grapns wnich are flexible. We
jo not know at all whether such grapns sven exist.
The problem is open:

3. 1s there 3 gumber X such tdat aov k=conpected
;-annn ==;‘:z‘)

At this point, nowever, the problem is mainly of an

academic interest, for a condition which requires
such a high connectivity seems to be of no
practical significance.
To summarize, we have seen that the relation
setween stiffness and measures of connectivity (if
there is any) are not simple, contrary to the
apriori intuition Wwnich lesads us to explore these
relations.
ZaT
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Tigure 12. Comnstructing flexible ‘graphs with

arbitrary ncde degrees

3.2 CONSTRUCTION PROBLEMS

A position-locating algorithm is sssentially 3
process that starts with some set of points whose
relative positions are known and gradually attaches

new sets of points wnose relative positions are
computed with respect to the original nucleus.
Such a process may be viewed as a (possibly
parallel) solidification of parts of the
measurement graph into bodies.

To be able to describe incremental construction
processes we need to introduce a2 suitable
formalism. In the following we shall desecribe such

a formalism, then apply it to develop and implement
construction algorithms.

3.2.1 Stiff nypergraphs
A Hypergraph H 2 <V,Z> consists of a set of

vertices V and a set of sdges E. An edge is 2
subset of vertices (not necessarily just two, as in

graphs) . We shall use this generalized notion of
an edge to describe a set of vertices whose
relative positions are known. An edge is said to

be ipcident upon a given vertex if it contains the
vertex. A vertex is said to te incident uponm a

v,

= A
ARV




given edge if it is contained in this edge. We
shall consider only hypergrapns for which the
intersection of any two edges contains at most one
point.

To develop a visual intuition of the processes to
e discussed, one should consider hypergraphs as a
generalization of structures. Rather than
considering pin-jointed bars, we consider
pin-jointed metal sheets of an aroitrary shape and
number of pins (each metal sheet corresponding to
an edge of the hypergraph and each vertex
corresponding to a jeint). To draw further on the
analogy, we shall use the term ligk as an
alternative to an edge; the term joigt will be
smployed as an alternative to vertex.

Let d, denote the degree of the i-th vertex (i.e.,

*
the number of edges incident upon it). Let di

denote the degree cf the i-th edge
number of vertices incident upon it).
of tne nypergrapn H

{ive., - the
The degree
is defined tc be the number

n m
o
2: 4 = z:d*, where m(n) is the total num-

1=/ 1=/

ser of edges (vertices).

3(d) =

The number £(H) 2 2ne3m-2d(H) is called the
internsl freedom of H. It is easy to verify that
for a graph H the definition of f(H) zbove
degensrates to the number of internal degrees of
freedom defined in previous sections.

Tne noticn of stiffness can be generalized to
aypergraphs as follows. A hypergraph # is said to
ce stiff iff it contains a spanning hypergraph H'
such that

1. f(#*) =0

n

. for any subhypergrapn H" of H' f(H") > 0

L&t us intreduce a partial order over haypersraphs,
wnich we call weidinz. A hypergraph 5 is said to
e a welding of a hypergraph if each edge of g is
3 union of edges in H which span a stiff
sudbhypergrapa of H. .

It is possible to show that stiffness is preserved
under welding. Moreover, each aypergraph possesses
2 unique welding which is maximal (cannot be welded
any mcre). If M(H) designates the maximal welding
of the aypergraon H, then f(M(H)) defines the
q {reedom of . It can be shown that
£(M(H)) > 3 with equality iff H is stiff, in which
case M(H) nas a single edge covering all the nodes.

ca fo)

3.2.2 Incremental construction algorithms

An incremental construction algorithm is a process
that starts with a given positioning problem and
develops a2 solution by gradually increasing tae
sets of points wnose relative locations are xnown.
At each stage, the state of the computation may bDde
described as a hypergraph whose edges consist of
sets of points whose relative positions are already
mown. Such a2 hypergraph is necessarily 2 welding

of nypergrapns in the previous stages. In short,
an incremental construction algorithm is a process

that traces a chain in the partial order of
welding. )

We define a welder to be an operator that takes 3
aypergraph ’and produces a welding of it. An
incremental construction algorithm is thus a

process of successive applications of welders.

We have developed software to represent and
manipulate structures and hypergrapns. Two types
of welders have Deen implemented and some simple .
construction algorithms tried. We possess the
tools  wnich are necessary to develop
position-locating algorithas of increasing
sophistication.
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I  INTRODUCTION AND OVERVIEW

A. Problem Background

The key to survival in a tactical
environment is the ability to understand, assess,
and anticipate the evolving threat situation. This
perception of the threat is a necessary
prerequisite for formulating an appropriate
response, such as avoidance, countermeasures, or
suppression.

while background information to prepare the
tactical commander for this task is provided from
intelligence estimates and reconnaisance data,
real- or near-real-time information is derived
during the actual sngagement from electronic
support measures (ESM) systems. In the past, an
ZM system (such as a radar warning receiver) could
identify threat systems from measured signal
parameters of weapon-related radars. Present and
anticipated threat systems, however, have evolved
to the point where current ESM systems are no
longer adequate.

In the air-defense environment, several
factors can be identified that limit the ability of
current ESM systems to cope with the threat
enviromment. These factors, wnich we will mention
briefly, provide driving forces to the development
of an effective ESM system. First, air-defense
(AD) systems are densely deployed in tactical
areas, and can, by sheer numbers, cause heavy
operator workloads. Second, since there may be 2
very short delay between the time a threat system
emits a signal, and a weapon impacts on the target,
fast response time is required. Third, many modern
AD systems are able to use a variety of sensors for
target acquisition, tracking, and weapon guidance.
This means that a system to detect these threats
must be able to acquire a variety of distinct types
of sensor data itself. Even worse, some systems
will never emit a signal, and will need to be
actively searched for. A final factor of concern
is that most AD systems today are highly mobile,
and the value of information regarding their
location decays rapidly with time.

* This work is being supported by the Advanced
Research Projects Agency of the Department of
Defense, and monitored by the Air Force Avionics

Laboratory under Contract F33615-77-C-1250. 146

B. Alternative Approaches

There are three main options to consider for a
satisfactory solution to the problem of providing
near-real-time threat deployment information.

The first possibility is a system that
includes a human operator to control and monitor
data from the sensor suite, and draw appropriate
conclusions. The primary advantage of this
approach is that the operator can interpret sensor
data in the context of a wide variety of knowledge
and experience, which allows him to anticipate
certain threats, and ignore those areas which are
unlikely to support specific AD systems. The
drawback is that operator workload quickly becomes
unmanageable.

A second approach is to make 2 semiautomatic
system by tailoring special-purpose combinations of
sensors into "super-sensors." These specialized,
hard-wired combinations (of which there are only a
few examples) provide information about a narrow
range of situations, but lack toth the scope and
the flexibility to be of more general use.

The third approach is to build an automatic
system that can operate a variety of sensors,
integrate and interpret their data, and have the
flexibility to adapt to changing situations. There
are (at least) two avenues that could be pursued
here, a classical statistical approach, and an
approach combining elements of probability theory
with symbolic inference mechanisms.

A purely classical approach suffers. from
number of drawbacks. The rapidly changing
characteristics of the threat situation makes it
unlikely that an adequate probility model would be
available. If an acceptable model were available,
the number of states to be included would be
overwhelming.

C. An Autonomous Multi-Sensor EZSM System

The problem of interpreting sensor information
to determine the threat situation is viewed as a
perception problem. Our approach to this problem
is to interpret sensor data in the context of 2
prior model. The approach combines probabilistic
techniques with inference mechanisms in an attempt
to realize the advantages of the three approaches
mentioned above.

The problem separates naturally into three
parts: inferring likely threats from available
information, planning and executing a sensor
utilization strategy, and integration of the sensor
data into the situation model. A key aspect of the
approach is the idea of using prior information to
anticipate threats likely to be encountered. By
anticipating likely threats, the system achieves
two important advantages. First, the domain of
discourse is limited. That is, a large number of
possible threat systems can be reduced to a smaller
number of plausible threat systems that actually
ned to be considered when interpreting sensor data.
Second, by determining which threats are likely,



the system can use its sensors to best advantage in
acquiring relevant data.

The primary inference mechanism is derived
from the Inference Net (INET) system develcped at
SRI[1] The INET is a production rule system that
incorporates a modified Bayesian approach for
updating the likelihoods of hypotheses.

The EM system is currently undergoing
development. Several major components have been
completed, wnile others are expected tc be finished
shortly. The next section will discuss the system
in greater detail. :

II  SYSTEM DESCRIPTION

A, Qverview

There are several factors which make this
anvironment unigque with respect to others which
nave been addressed using either expert system
approaches or perception techniques. First, it
involves an intelligent, hostile cpponent capable
of deception. Second, the large number of
decisions that must be made in a relatively short
length of time means, a program operating in this
snvironment must be autonomous. That is, it must
require a minimum of human interaction. Next, the
system must be able to deal with data from a
variety of imperfect, "incommensurate" sensors,
integrating their outputs in order to derive the
most plausible threat assessments. Finally, the
snviromment can change rapidly, and the program
must be flexible enough that it can be easily
modified to deal with new threats and situations
not explicitly anticipated when it was written.

In this system, we are attempting to compile a

threat Order of Sattle (0B) that ccntains the
identity of all known threats in an area and their
locations. We first determine which threats are
plausible at a specific location, dased on terrain
factors which determine accessability and the
desireability of the location for situating an AD
system.

In addition, we use an existing OB which
records locations of known threats. FRules
describing typical deployments of AD systems can be
used to infer the presence (cr absence) of one
threat ziven knowledge of another. For sxample, a
rule describing the fact that a particular
antiaireraft artillery usually prevides low
altitude coverage for a specific missile system
allews the program to infer the presence of one,
given knowledge of the other.

A list cf anticipated threats derived from the
inference mcdule is passed to 3 sensor strategy
planner (which is not yet implemented, but will de
based on work iescribed in [2] which pricritizes
them and creates a plan for operating the sensors
so as to optimize the utility of the overall sensor
suite.

The sensor data that results will typically_
4

provide ambiguous identifications, which must then
be resolved.

Disambiguation involves three steps. The
first uses information from sensors with
overlapping coverage. The second uses geometric
and parametric constraints specified by typical
deployment information. The third uses information
about plasible threat locations derived in the
anticipation phase of the system. The resulting
threat identifications are integrated back into the
0B, and the process continued.

The remainder of this section will describe
the main steps in greater detail.

B. Threat Anticipaticn

This phase uses a rule-based inference system
called the Inference Net (INET) to draw conclusions
from a variety of types of prior information,
including grapnic data derived from maps.

In the INET, knowledge is expressed as 3 set
of inference or implication rules, similar %o 2
logical implication of the sort,

E 2> H.

This is a logical inference rule which states that
if statement E is known to be true, then H is also
known true to by implication. In a rule-dased
system, however, it is typically the case that
knowing E is true does not unequivocally establish
d, but only allows the truthfulness of H to be
estimated. This necessitates a probabilistic
inference approach, where rules are represented as

L
E = H.

Here L represents the "strength™ of the rule, that
is, the degree to which kmowing the evidence, E,
allows the system to infer the nypothesis, H. L,
then, can be used to "update™ the likelihoecd of H
given knowledge cf E.

Since it is frequently the case that more than
one rule may impinge on a given hypothesis, 2
computational procedure is required to allow the
determination of the combined effects of the
individual pieces of aevidence. Typically, an
assumption of conditional independence among tze’
various pieces of evidence is made, and then
relatively straightforward manipulation of Zayes'’
rule allows computation of the effect of the
evidence.

H may in turn be the evidence for some other
node. In this manner, it is possible to create an
interconnected network of rules.

Severzl types of mowledge are enceded iate
rules for use by this system. These include:
descriptions of composite threat systeams (e.8., 2n
SA-6 surface-to-air missile system consists of 2
STRAIGHT FLUSH radar and a number of transcorter-
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information (e.g., a 23-mm antiaircraft gun usually
provides low altitude support for the SA=-4);
terrain influences (e.g., SA-6 systems are usually
found near roads -- where "near" is a function of
terrain); and the desirability of a location (e.g8.,
SA-6s prefer to occupy hilltops).

A version of the INET program was developed
for drawing inferences at each point in a raster
overlaid on a designated area(5] and operates-in
two passes. The first pass encodes the raster of
points over the designated area with information
ineluding their distance from items of interest,
such as roads, areas of clear terrain, or locations
wherea threat has previously been observed. These
distances are accessed during the second phase of
the operation in order to determine the likelihood
of esvidence nodes, such as "Point X is near a
road." By propagating such evidence through a
series of implicatioms, it is possible to compute
the likelihood of a location being favorable to a
specific threat.

The cutput of this program can be displayed to
indicate these favorable locations. The results of
interest (i.e., the likely threat locations) are
then passed to the sensor strategy module.

Co Sensor Utilization Strategies

The role of this phase is to examine the list
of anticipated threats, prioritize them (usually by
probable lethality), compare them to models of the
sensors expected performance, select the
appropriate sensors for detecting the highest
priority threats, and determine the sensor
parameters that need to be preset. While the
module for computing the sensor strategies has not
yet been implemented, we can outline its cperaticn.
First we will describe the sensor modules used by
the system.

It is appropriate to mention here that this
affort assumes certain capabilities on the part of
the sensors. In particular, we do not attempt to
deal with raw data, but instead assume that each
sensor has an associated preprocessor which enables
it to analyze its data, detect targets of interest,
and identify them (although not perfectly). The
data returned from the sensors consists of these
identifications with whatever location information
is appropriate to the sensor.

Models of sensor performance are designed to
represent the operation of the sensor with respect
to a specified set of targets. The model includes
probability arrays which specify the likelihood of
the sensor detecting each system, and the possible
identifications the sensor could assign with the
likelinood of each. These tables are compiled
assuming certain specified environmental
conditions. For example, the probability tables
for an electrooptical imaging sensor might have
been compiled assuming a clear day, a certain range
to the target, a certain focal length for the lens,
and so on.

In order to adapt the models to environmental
conditions, we provide a set of probability
degradation factors. These factors are combined
and used to modify the tables for existing
conditions. In this manner, the program is able to
estimate the efficacy of a given sensor for
detecting and identifying a specific threat under
nonstandard conditions.

Certain of these factors are related to
controllable sensor parameters, such as lens focal
length, or the bandwidth of a receiver channel.
The strategy system will attempt to select
appropriate sets of parameters, and balance the
"cost™ of using a given sensor with its utility, in
order to create a cost effective sensor strategy.

Once sensors have been selected and their
parameters set, data is collected and passed to the
interpretation module.

D. Sensor Data Interpretation

Since sensors are not perfect, the
identifications they render are likely to be
ambiguous. An important job for the overall system
is to disambiguate, as much as possible, the sensor
returns. :

The first step in disambiguation is to compare
responses from sensors whose coverages overlap. By
using the probability models that describe the
sensors, it is possible to develop identifications
based on the composite sensor information and, in
general, reduce ambiguity.

The next step is to use information describing
typical geometric deployments of threat systems and
related systems, and their relative parameters to
further narrow the field of possibilities. This
phase uses geometric descriptions of threat systems
(for example, an SA-6 system consists of a
centrally located radar surrounded by four SA-b
TELs in a square array, 100 meters on 2 side)
expressed as templates. Using a variation of a
linear embedding algorithm{%] the pattern matching
program attempts to find the best matches of known
templates to the sensor data.

This has two effects. It allows the systeam to
use typical geometric constraints to aid in the
identification of threats. In addition, since it
is often the case that not all elements cof a
template are detected, it allows the system to
specify not only which elements are missing, but
where they should be located.

The results of this level of interpretation
are compared with the favorability data computed by
the inference net, and confident identifications
entered into the OB through the INET. This new
information causes the system to update its
likelihoods and the process is continued.
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. Status

This system is currently under development.
Most elements have been implemented, with the
exception of the strategy planner. Models for
" several typical sensors have been developed. A
revised set of threat rules is being incorporated
into the system at present. The pattern matcher
‘and the sensor integration have been implemented.
The next phase will see the integration of the
axisting pieces and the develcpment of the planning
module.

F. Extensions

There are several extensions and improvements
that can be identified at this time. Two main
suggestions concern the operation of the sensors
and the preovabilistic updating mechanism in the
INET.

The current approach does nct address the
problem of analyzing raw sensor data at all.
Rather, it assumes certain interpretive
capabilities on the part of the sensor
preprocessor. The Image Understanding community
generally believes that the more relevant, high-
level information available to a sensor-data
processing system, the better its analysis is
likely to be[3] The current approach consolidates
most of the relevant information in the
interpretation routines, where it is usd to
criticize sensor performance in an a posteriori
fasion, rather than allowing it to be passed to the
senscor systems. In a working system, with actual
sensors, it will probably be critical to make this
information available at a low level.

Furthermore, some of the most relevant data
may be that which is being collected simultaneously
by other sensors. Instead of performing all data
integration at a high level, as is currently the
case, it appears amore promising to create
temporary, direct communication paths between
individual sensors.

The second area where improvement could be
made concerns the likelihood updating computations
in the INET. There are two primary drawbacks to
the current Bayesian approcach. The first is that
assumptions required in order to make the
computations tractable frequently are not valid in
our enviromment. In particular, the assumption of
conditional independence among evidence nodes
impinging on a hypothesis is usually not valid. In
many cases of interest, situations are highly
interrelated. For example, normal encoding of the
rules linking situations often leads to loops. Use
of the independance assumption in these cases
provides incorrect results. Our approach has been
to perform inferences based on tightly coupled
situations outside of the INET. For example, the
pattern matcher was implemented after several
attempts %o do the matching in the INET. Another
approach would be to extend the INET formalism to
allow weakening of some of the current INET
assumptions.

Furthermore, the use of point probabilities
(wnich pervades the whole system) does not allow
adequate modelling of many situations. Instead,
some idea of the distributions involved are
required. In future versions of the system, we
will implement a scheme for using intervals as a
more accurate model of actual distributions.

III  SUMMARY

Qur approach to the problem of integrating
multisensor data with prior knowledge has several
key points which should be underlined.

The characterization of the task as a
perceptual problem suggested many of the
subproblems that had to be addressed, and pointed
out the need for a common frame of reference within
which sensor data could be integrated and
interpreted. In this system, the refesrence frame
is the Order of Battle. Data from sensors is
interpreted in the context of the OBE.. In turn the
CB provides information about likely threats.

Another key point is the use of anticipated
threats to both narrow the domain of discourse, and
to enable the system to plan for effective use of
sensors. In particular, the use of "extra-signal"™
information such as terrain data and deployment
rules to produce the list of anticipated threats
seems to mimic the behavior of a3 trained and
briefed crew member.

The incorporation of a planning element
provides many capabilities. It provides a
mechanism for effective use of modular sensor
descriptions, which can be added, deleted, or
modified as the system configuration is altered.
Use of a planner also provides the flexibility
needed to allow easy modification of threat data,
since changing threat characteristics will result
in different sensor strategies.

The modular sensor descriptions could provide
the basis for extensions to the system. Sensors
are, in effect, modeled as knowledge sources. It
appears likely that more zbstract sources of
information could be mcdeled in the same manner,
thereby allowing the system access to cother types
of information, such as intelligence sstimates.
The models will alsoc allow the system to be run in
a simulation mode, in order to determine which
characteristics should be improved to make a sensor
more effective. It could even be used to decide
which tradeoffs would provide the greatest
capabilities in a sensor, before ccmpleting its
development.

A final point is that the up-to-date OB
determined by the system should te =asily
transferrable from cne platform to ancther. This
could provide the capability for removing a tage
cassetle frem a returning aireraft, and inse ting
it into one about to depart, therety transferring
the real-time 0B to the cutbound airerafs. This
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would allow maximum us of the new information while
it is still timely, without requiring the lengthy
debriefing-analysis-briefing process.

In summary, the approach provides the
potential for an extremely robust ESM system,
capable of using a wide variety of information, in
ways not possible in any existing program. In
addition, the work suggests several possible
extensions and spinoffs to related problem areas.
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Language Design for Distributed Systems

Peter G. Hibbard

In this paper we review some aspects of
language design and language implementation
as they relate to networks. In particular,
-7e axamine how the incremental integration
of software components must lead to a re-
assessment of the role of the compiler and
the linker, and consider what additiomal
facilities might be desirable. We examine
the current paradigms for expressing parall-
ism which have been develoved for closely
coupled multiprocessor systems, and exvolore
how well these satisfy the additiomal con-
straints of networks, viz the lack of common
shared memory and the relatively low communi-
cation bandwidth. We also consider briefly
the run-time organizations which will be
needed to support these facilities.

1. Compilation

. Je assume that any particular task which
is being executed by a network will comprise
several relatively independent processes
axecuting on possibly different hosts. Dluring
the lifetime of the task individual sectionms
nav need to be rewritten or replaced, or
additional sections mayv need to be added, and
it may be necessary to perform these modifi-
cations while the rest of the sectioms continue
to operate. Traditionally such modificationms
<7ould be done by emploving some form of sep-
arate compilation, followed by a linkage
aditing phase exerting only weak checking on
the external specifications of the components.
However, we believe that any interaction which
takes place berween sections of nrogram should
be subject to the usual checks provided b¥
compilation - these checks should at least in-
clude type checking of messages passed between
osrocesses. we are curreatly exploring the
possibility of checking orocesses' specifica-
tions of their pnatterns of use of resources
against svstem-wide constraints.

2. 3pecifving parallelism

Considerable progress has been made in
devising and assessing the techniques required
to coordinate pseudo-parallel and parallel
rasks. However, the diversity of the tasks
which it is required to coordinate is so g3reat

that thev cannot all be programmed with a single

technique. In part this problem arises because
we lack sufficient experience in programming
parallel algorithms, and in part it arises
because the current preogramming control con-
structs, onto which the parallel constructs

are graftad, overspecify the sequentiality in
some cases, and do not provide any meams Ior
expressing parallelism in other comstructs.
Tortunatelv, when dealing with networks the
restricted environment causes schemes based on
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message passing to be attractive, and a
number of proposals have recently been

based upon these primitives (Hoare, 3rinch
Hansen, Hewitt). We examine one such tech-
nique (eventual values) in detail, since it
oprovides a high level model for interrrocess

which closely relates to the manipuiation

of values in algebraic languages, and dis-
guises the details of communication and

remote computation in such a way as to allow
specification of programs which are reasonably
independent of the network configuration.

3. Runtime organizations

There will be several different pat-
terns of interaction between the orocesses
which comprise a task. In the pattemm of
interaction which comprises a server process
serving several client orocesses, it is
possible for an interaction to take place by
only one round of messages passing between
them. In this case the server need keep no
record of intermal state, and it mav release
any resources aquired for the interactionm.
Jowever, it is possible for the interaction
to be a transaction which comprises several
messages, and the server process must main-
tain some internmal state, and retain access
to resources until the tramsaction is com-
plete. In the case where the completion does
not occur, because either the server or the
client has catastroohically terminated, it
will be necessary to restore the resources
0 a consistent state, or to restore them
back to the state which pertained at the
start of the transaction. Technigues for
handling these problems, at least in simple
cases, have been developed for distributed
data bases and file systems. Essentially thev
rely on simulating the effects of the oper-
ations requested by the client, without
destructive change to the rescurce. This
only takes place when the client signals
that all interactions in that tramsaction
ara complete. During the period when the
resource has not been updatad, it is essen-
=ial that the server responds to the client's
requests for actions on the resource as
though the update had occurred. In the case
of file updating and reading, this is rela-
tively simple, however investigatiomns still
seed to be made for more complex cases o
ensure that the simulated operations have a
bounded time cost, irrespective of the orior
overations performed on the resource. e
report on experiences gained in develoning
bounded-cost pseudo-overations in i related
programming environment.






DEPLOYMENT CONSIDERATIONS
FOR
LOW ALTITUDE DEFENSE*

By
John Fielding
Lincoln Laboratory
Massachusetts Institute of Technology
Lexington, Mass. 02173

SUMMARY

First order considerations of
possible DSN system deployments for
strategic defense against a cruise
missile attack are presented. The
deployments are discussed in terms of
their geometrical coverage and their
vulnerability to offense concentration.

Perimeter defense, ring defense, and
random area defense are considered in the
context of a defense of the Soviet Union.

Assumptions

It is assumed that a distributed
sensor network is available for deploy-
ment which works in the sense that it
provides the requisite tracking data to
some undefined interceptor system in a
way that does not limit overall system
performance. It is assumed that the
cruise missile attack is massive
(thousands of missiles) and responsive
to the defense deployment, but that the
DSN elements are no more susceptible to
direct attack than are other defense
system components. ’

Perimeter Defense

The total perimeter of the Soviet
Union is over 65,000 Km, however most of
the Soviet economic structure is enclosed
by a perimeter defined by the line con-
necting Leningrad with Novosibirsk, the
line connecting Novosibirsk with Rostov-
Na-Danv and the western border between
Rostov-Na-Danv and Leningrad. This area,
shaped like an ice cream cone, has a
perimeter of approximately 9200 Km.' A
defensive barrier against cruise missile
attack need not be a closed perimeter. If
the defense takes advantage of knowledge
of cruise missile range and possible re-
lease areas, then a shorter and perhaps
more effective barrier might be deployed
as follows: from Wwrkuta (app.67 °N, 64°E)

The views and conclusions contained in this

to Kalingrad to Odessa to Baku. This
barrier is 5500 Km long, and may be said
to protect almost all of European Russia.

The number of sensors required to
implement this 5500 Km barrier depends
on the spacing and on the depth of the
barrier and will not be further discussed
here. The number of weapon stations
(SAM batteries or manned interceptor
locations required) depends on their
effective width. For SAM battery effect-
ive widths between 5.5 and 55 Km, 1000 to
100 batteries will be required. The depth
of sensor net regquired to support these
batteries will depend onthe details of
system operation, but will be approxi-
mately equal to the battery spacing.
Fighter interceptors must be stationed
so that they can reach the cruise missile
before it leaves the coverage of the
sensor net. Their spacing may be calcu-
lated from the cruise missile velocity,
the fighter interceptor average velocity,
and the DSN depth. For example, if the
cruise missile velocity is egual to the
fighter-interceptor average velocity and
the depth is 50 Km, then the fighters may
be stationed 100 Km apart.

Perimeter defenses suffer a serious
deficiency, in that the offense may con-
centrate his attack into a few corridors
and by means of local exhaustion, satura-
tion, or defense suppression penetrate
the barrier at modest cost. The attackers
are then free to fan out from the pene-
tration corridors and attack where they
will. 1If the offense requires c corridors
of width @ Km per unit length, then we
may define an offense leverage, L, given

by
L = (c w)-l.

The reciprocal of L is the percentage of
the perimeter resource that can be brought
to bear on the concentrated attack. If
the offense requires two corridors per
1000 Km of barrier and a corridor width

of 20 Km, then L is 25 and only 4% of the
defense weaponry is usable. To achieve
this leverage, the offense incurs a modest
range penalty and the losses associated
with exhausting or destroying the defense
resources in the corridors.
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Ring Defenses

The defense can reduce the offense
leverage by arranging the perimeter defense
into rings which enclose the value to be
defended. for example, rings of 100
Km perimeter (16 Km radius) are chosen
then the offense leverage is limited to
100 divided by w. Thus a 20 Km corridor
offers an offense leverage of 5.

£
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The resources to be defended will not
in general be found to be conveniently
clustered for the purposes of defense. 1In

the absence of detailed information on
target clusters or value distributions,
zipf's law’? may be used to approximate
+the distribution. Thus if the rings are
ordered by decreasing enclosed value, then
the value in the ith ring will be pro-

-1
portional to (i) ~. By arbitrarily assign-
ing a value of 1000 to the first ring, the
following table may be constructed:

Value

Ehies Value in .

i in i~ Ring All Rings Up To i
3 1000 1000
10 100 2929
100 10 5187
1000 1% 7485
10000 0.1 9788

It is apparent that the laws of social
agglomeration are working against the
defense designer if he tries to defend
a sizable fraction of the nation's

resources with small rings.

A defense based on uniformly defended
rings will be seriously unbalanced. For
example if the first 10 rings are defended
by 10 batteries each (effective battery
width of 10 Xm), then the tenth ring is
defended at 10 x the level on a per unit
value basis as is the first ring. To
produce a balanced ring defense, the
defense must equip the rings in propartion
to the value enclosed. If the enclosed
value does not justify enough egquipment
to fully man each ring, then a balanced
defense of that many rings at that pro-
portion of defense cost to defended value
is not possible.

Random Area Defense

The defense may deploy defense
batteries at random throughout the region
containing the targets (for the case of
the Western USSR - about 3.4 x 10° sg.EKm).
If the offense does not know the location
or ignores the presence of these randomly
deployed batteries, then we can model the
encounter process as random:

-nA
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where is the density of sites (# per &3),

b is the effective battery width (Km), x
is the distance transversed by the cruise
missile, and p is the probability of not
encountering a defense battery in distance

. A8 37%, we see that
P g . -1
the e-fold distance is (bd) ~. If b is

10 m, and & is 10™% then x is 1000. That
is .about 37% of the cruise missiles will
survive a 1000 Km trip through an area
containing 1 defense battery per 10,000

A

P =
JS

we set e

Km“, each battery having a battery width
of 10 Km.
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the locations are known to the

offense, then rerouting can degrade the
defense performance. If the presence of
a random area defense is known, but the

specific locations are not, the offense
may still improve its position by routing
the cruise missiles in a systematic way
in an attempt to locally exhaust portions
of the defense.

lvnarea Handbook for the Soviet Union,"
DA PAM 550-95 contains a good introduc-
tion to Soviet geography.

2zipf's law estimates the size of each
member of an ordercd set of social
. agglomerations as:
: 5w g Ty
i i

where i is the rank order and S, is the
size of the ith member. This iS5 dis-
cussed further in "System Engineering”
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