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We discuss the suitability of speech recognition for navigating within a window system and we describe 
Xspeak, an iinpleinentation of voice control for the X Window System. We made this interface available to a 
number of student programmers, ancl compared the use of speech and a pointer for window navigation through 
empirical and observational means. Our experience indicates that speech was attractive for some users, and we 
coininent on their activities and recognition accuracy. These observations reveal pitfalls and advantages of 
using speech input in wiilclows systems. 

Introduction 

Considering the high expectations of speech input 
technology, there have heen few conviilciilg studies of 
its utility in an office environment. This paper 
describes an evaluation of speech recognition in a 
coinputer wiilclow system, where speech may provide 
an auxiliary channel to support wiilclow navigation 
tasks. In this study, speech was seen as assuming some 
of the f~mctions currently assigned to the mouse, rather 
than as a keyboard substitute. We expected that 
allowing users to keep their visual ancl manual 
attention on the keyboard and the screen could provide 
an iinproved interface. 

To do this, we built Xspeak, a speech interface to the X 
Window System. Xspealc allows words to be associated 
with each window; a winclow rises to the front of the 
screen and the cursor moves into it when the window's 
name is spoken. Thus a nuinber of windows can be 
inanaged without removing hailds from the keyboard 
or eyes from the screen. 

We evaluated this interface empirically to cleterinine 
the tracleoffs between voice and inouse navigation. 
However, we were not looking to compare the relative 
inerits of voice illput versus inouse input. Voice is an 
aclclitioi~al input nlecliuin that may augment the mouse 
in some rcspects aid supplant it in others; some 
pointer operations, such as moving a winclow, woulcl be 
cliffic~dt n-it11 voice alone. 

We also wished to observe the acceptance ancl utility of 
this voice interface. A group of student programmers 
used Xspealc for several months. We were interested in 
whether these subjects would choose voice and under 
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what circumstances, and how the addition of voice 
input would change their window system use. 

In the next section we discuss issues in speech 
recognition as a user interface. The section following 
addresses navigation in window systems and the role 
voice might play. Following these, we describe our 
inethodology and results. 

Speech Recognition 

Although speech recognition has received much positive 
publicity, the actual devices available today leave much 
to be desired, particularly in terms of recognition 
accuracy. Many variables affect error rates, including 
vocabulary size and composition, user's attitudes and 
spealcing style, ambient noise, and microphone type 
and placement [Nusbaum, 1986, Biermann, 19851. In 
short, it is difficult to get recognition to work well 
outside of controlled laboratory conditions. Because of 
these clifficulties, the most successful applications for 
recognition to date have been in hands-and-eyes-busy 
situations [Visiclc, 19841, e.g., baggage sorting 
[Nye, 19821 or inspections of printed circuit boards 
[Harper, 198.51, where the user is visually connected to 
the instrument. These are cases where the added 
benefit of hands-free input may outweigh other 
device-related problems. 

The role of speech recognition in the office has yet to 
be established. There is little conclusive evidence that  
recognition is superior to the keyboard for data entry, 
much less for free-form typing and editing. For an 
excellent survey of the literature, we refer the reader to 
Martin [Martin, 19891. Voice input may be more 
valuable when used in conjunction with other input 
devices (such as keyboard and mouse) for situations in 
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which different taslis may be multiplexecl across the 
different input modalities. To the extent that the tasks 
are q x d ~ l e ,  a performance improvement may be 
cspectecl by splitting the input [Wicliens, 19811. 

Such coilsiderations led Martin to design an 
esperiment using speech recognition as an alternate 
input channel in a CAD system employing both 
l i e~ l~oard  ancl mouse. Her subjects were incleecl more 
productive with the addition of voice, which she 
attributed in part to the speed of speech recognition 
versus typing longer coininand names, and in part to 
the ability of users to split attention across channels; 
that is, to remain visually focused on the screen while 
using speech. This second fincling was particularly 
interrsting in terms of expected utility of speech as an 
interface to a potentially visually complex winclow 
system. This paper was pivotal in motivating us to 
build our speech interface. 

Window Navigation and Voice 

Window systems allow the screen to be divided into 
smaller regions of input ancl output. Windows are used 
t,o organize worli spatially, and, to a lesser extent, to 
perform tasks in parallel. For exainple, a user may 
have one window in a semi-permanent location on the 
screen running a text editor, and another winclow for 
the debugger. 

There has been surprisingly little stucly of how people 
use winclows, in terms of number, degree of overlap, 
clistribution of taslcs, or reasons for preference of a 
particular wiilclow system interface. Gaylin 
[Gaylin, 198G] discusses frequency of use of some 
window operations. A liey stucly by Bly [Bly, 19861 
coinpared tilecl ancl overlapped ~vinclows in a task 
involving searching for information between windows. 
When the text to be searched was not all visible (in a 
tilecl situation), she found that overlapping windows 
were more effective, with an interesting bimodality. For 
the most experienced users, overlapping winclows were 
faster. For some less experiencecl users, overlapping 
winclows were significantly slower. She attributed this 
to the aclclecl navigational taslcs of manipulating the 
various windows. Overlapping winclows were preferred 
among her users despite this adcled load. 

This suggested to us that in a complex window 
environment, especially with users who lilce to create a 
large number of winclows, an interface clesignecl to 
improve navigation might be beneficial, provicling 
faster access to various winclows. Further, to the extent 
that navigation might be differentiated as a separate 
task from the activities occurring within each window, 
multi-modal input might lessen the user's cognitive 
load. This might allow successful use of a larger 
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Figure 1: Xspeak control panel 

number of windows dedicated to specific tasks. 

Our application, Xspeak, allows access to windows by 
voice in the X Window System. Speaking a window's 
name causes it to pop up to the foreground and moves 
the mouse pointer to the middle of the window, at  
which point the window receives keyboard input focus. 
Thus users may move bctwccn windows and rearrange 
them without removing their hands from the keyboard. 

Xspeak includes a graphical control panel (see Figure 
1) which provides additional feedback on recognition 
results and can invoke utility functions to test, 
calibrate, and retrain the recognizer. (See 
[Schmandt, 19901 for a more detailed description of 
Xspealc operations.) 

Xspeak runs on Sun workstations (it should run on any 
X server) using a Texas Instruments speech card in a 
PC-basecl audio server. We mounted a super-cardioid 
microphone (Sennheiser ME-80) on a stand next to the 
worlcstation screen, pointing out and at  the user. 

A consequence of not using noise canceling 
microphones is the tendency to pick up background 
noise as speech, that is, insertion errors. Recognizers 
are in general poor at discriminating whether a 
particular word is within their universe of names, being 
optimized to determine which known word was spoken. 
Since the consequence of insertion errors is window 
reconfiguration, which can be especially annoying if 
keyboard noise caused the error (suddenly user input 
goes to the wrong window), we set a high rejection 
threshold on the recognizer. 

Evaluation Methodology 

Having built this speech interface, we wanted to find 
out how it would be used, how it would affect users' 
overall worlcstation usage, and what problems existed 
with the interface that we needed to address. Since 
there are few other examples of speech interfaces to 
cleslctop windowing environments, we initially wanted 
to collect observations of this new interface in use. At 
this early stage of discovery, observation was more 



suited to our task of hypothesis generation. 

M11c11 of the work clone on speech interfaces has 
iimulated the recognition hardware [Goulcl, 19781. This 
is clue in part to the considerable practical problems of 
making speech recognitioll technology work reliably in 
relatively uncontrolled environments. However. we felt 
that it was important to observe usage over a longer 
period of time than is possible with simulations. In 
particular, how woulcl having speech affect other 
post-itccliinatizatioa interactions? We preferred that 
our users be doing r e d  worli, since the artificiality of 
assigned tasks could confouncl our attempts to 
unclerstancl the ramifications of speech. 

Furthermore, we felt that the reactions, both emotional 
and functional, to the long-term use of imperfect 
speech technology woulcl be an important part of what 
was to be learned. This aspect of speech interfaces is 
often disregarded in studies. 

Therefore, we enrolled four f~~ll-t ime student 
programmers from the speech group as our pilot users. 
They were experienced enough with window systems to 
have learnecl how to take advantage of windows and 
improved navigation. Although they had little, if any, 
exposure to speech recognition, they were certainly 
interested in its use; this made it likely they would try 
it enough to allow us to study their interactions. 

Following an entry interview, our users were trained on 
how to use the system and given assistance in their 
selection of vocabulary names and initial configuration 
files. After this, they were observecl for as much as two 
lllontlls. 

We tracked Xspeak usage via extensive automatic 
logging, videotaping, ancl frequent short interviews. 
Logging recorded each word recognized ancl its 
recognition score, all Xspealc utility activities (such as 
retraining words ancl naming new windows), and all 
top level X window events. 

Our users were all developing X Window System 
applications. Their basic screen layouts varied, but 
typically included a large ecliting window, a local 
terminal window for compiling the edited programs, a 
remote terminal window to receive mail ancl news, a 
local console window, Xspeak's winclow, and 
accessories such as a clock. The editing, terminal, ancl 
console winclows were all text-based. 

Empirical Analysis 

We present empirical data on the tracleoffs between the 
mouse and voice below. Observations on the extended 
use of the system follow. 

Timing 

Input technologies are often compared on the basis of 
speed because of the belief that users will pick the most 
efficient interface. Therefore, we decided to join the 
fray, and we looked at the time required to complete a 
window transition using Xspeak versus the mouse. 
Table 1 shows the results. Speech was slightly slower 
than mousing for time to transition to another window. 
There was less variability in the spoken commands 
than in the mouse movements, perhaps due to differing 
window geometries and distances between windows. 

User A 1 Mean 

I Stddev 1 .4 1 .9 1 n.s. at .05 11 
User B 

Table 1: Timings 

Times (secs) 
Mouse I Xspeak 

2.1 1 2.6 

Table 1 shows the times, from videotape analysis, for 
each medium for two users. Times were measured from 
the start of the action (the user's hand moving off keys 
for the mouse and the start of speech for voice) to the 
first keystroke in the destination window (after the 
mousing motion). We excluded rejection errors (when 
a spoken name results in no action), transitions where 
the user clearly reads or thinks before typing, and all 
mouse transitions involving a button press. 

df=13, 

Stddev 
Mean 

Given the slowness of speech and the delays in 
recognition, we were not surprised that the mouse is 
faster. The difference is small enough that speech 
should be considered a viable input device. 

However, these were optimal situations, and one might 
expect different behaviors in suboptimal situations. 
For Xspeak transitions, the user might experience 
rejection errors and have to repeat the window name. 
For mouse transitions, a user might need to move or 
lower several windows in order to find the desired 
window, or go through a sequence of mouse actions 
(such as handling a menu) to expose a buried window. 

.6 
2.0 

We were curious about how these more complex mouse 
motions would compare to speech times. In more 
realistic mouse interactions, times were as long or 
longer than speech. For user A, clicking on the title 
bar of a partially obscured window to raise it required 
a mean time of 2.8 seconds (s.d. = .3). Moreover, 
using a menu to expose a completely obscured window 
required a mean time of 4.2 seconds (s.d. = .6), a time 
substantially greater than speech. For user B, a 

.4 
2.5 

n.s. at .05 
df=14, 
t=1.66 



clo~~ble-click to raise a window required 2.5 seconds 
(s.d. = 1.0), a time that was comparable to speech. 

Window Transit ions 

Window transitions, switching the pointer from one 
n-inclow to another, were the predominate navigational 
activity, and they occurred more often than we had 
anticipated. 

Session 
length 

User D 
5 1 

Expert F 49 

User A 

Table 2: Xspeak Use within a Session 

Xspealc 
chances 

Users used Xspeali to navigate between windows about 
once per minute, based on our analysis of 
representative sessions on videotape. Within sessions, 
however, transitions were not evenly distributed; there 
were often flurries of window xtivity. 

(mills) 

40 

How often were window transitions made using ?(speak 
instead of the mouse when the window was named? As 
Table 2 shows, the percentages variecl from 63% to 
100%. (An Xspeak chance, in the table, is a window 
transition where the user coulcl have used either 
Xspeak or the mouse. TiVindow transitions to test 
Xspeak were not incl~~ded.)  TiVheil the user's hand was 
already on the mouse, the rate was substantially lower. 
These data were derived from videotapes of a single 
session with each user, and all window transitions in 
those sessions were incl~~ded.  

Xspealc 
use 

Recogni t ion  er rors  

Mouse use 
hand on 

44 

Table 3 shows the recognition errors (when a spoken 
name results in no action) for six sessions aiialyzecl in 
detail. Only recognizer errors are reported; user errors 
(e.g., speaking the wrong name) are not included. 

Rejection errors variecl consiclerably, from 16% to 58% 
of attempts. As mentioned, Xspeak was tuned to give 
rejection errors over insertion or substitution errors, 
and the consequences of an error were not very high. 
Table 3 presents the rejection data. 

Because the rejection rates were higher than expected 
(an average of 35% with a standard deviation of 16%), 

% 
84 

mouse % 
14 

Table 3: Rejection Error Rates 

we wondered whether the nature of the window 

Session 
length 

navigation task was causing additional errors. So we 
conducted an additional study, involving three of the 
original six subjects, to obtain "pure" recognition rates. 
We asked the subjects to speak each window name, one 
after the other, for six cycles, at the beginning, middle 
and end of a half-hour of working session. In these 
results the navigation task did not have a statistically 
significant effect on recognition accuracy. 

The high error rate may surprise most readers; there is 
a common perception that speech recognition 
(especially small vocabulary, speaker dependent, 
isolated word recognition) is a solved problem. 
Although experienced users with proper microphones 
and a quiet environment can achieve high accuracy, 
recognizers are not well behaved in natural settings. 
For example, Biermann [Biermann, 19851 reported 
error rates of 2% to 25% and Martin [Martin, 19891 
reported rejection errors of 4% to 27%. With a head 
mounted noise canceling microphone (which both these 
studies used), these levels of errors are not unusual and 
simply reflect the variability of human speech without 
some practice. Our results are not inconsistent with 
these, given that we were using less robust 
microphones. (We must caution that comparing 
recognition results is risky without knowing the 
number and content of the words in the recognizer's 
vocabulary [Nusbaum, 19861.) 

rate (%) 
User A 
User B 
User C 
User D 
Expert E 40 
Expert F 45 62 23 

Words spoken 
to recognizer 

In our study, we chose not to use the head-mounted 
microphones traditionally used for speech recognition. 
Our informal evaluation of Xspeak with a 
head-mounted microphone gave recognition scores of 
over 90%. However, headsets are not, we feel, suited to  
everyday office use; they're uncomfortable over time, 
tend to slip, and interfere with common activities such 
as drinking coffee or answering the telephone. 
Although an even more directional microphone than 
the one we used might decrease background noise from 
fans and telephones, it would also be more sensitive to 
the speaker's exact position, and would also cause 
substantial rejection errors. 

Rejection 
error 



Users' reactions to their rejection rates varied 
conriclerably. As will be discussed below, users adopted 
a nuinber of retraining ancl coping strategies. 

Observational Analysis 

Our users were a varied lot. Table 4 summarizes their 
working style ancl prior experience. 

n I work Style ( x Windows 11 

Table 4: Window System Use 

U 

Three of the four subjects programmed steadily; the 
other programmed for a while after a significant 
amount of thinking time. A11 of them had clevelopecl 
some navigation methods before using Xspeali; those 
with the longest exposure to windowing systems had 
developecl the most extensive range of window 
l>ehavior. For example, Subject D used the mouse 
extensively, e.g. for iconifying windows and for moving 
around inside his text editor. 

I prior use 11 

In addition, we observed two of the coauthors, who are 
expert users. They both had substantial experience 
with windowing systems and used winclows extensively 
for performing tasks in parallel. 

11 User A I typing with brief pauses I moderate 11 

Acceptance of Xspeak differed widely among our users, 
for a variety of reasons, as shown in Table 5. Subject A 
used Xspeal; in the majority of his sessions for two 
months, and regularly asked other users to move if 
they were on an Xspeal; workstations. He reported 
preferring Xspeak because it allowed him to have 
larger windows with more overlap. Indeed, his screen 
was typically much more cluttered at  the end of the 
study than at the beginning. 

Subject B lilted fast machines, and Xspeak did not run 
on the fastest machines in the lab. After initial 
enthusiasm for Xspeak, he lost interest because of his 
poor recognition rates and began to use the faster 
machines exclusively. He also noted that if he already 
had his hand on the mouse, he preferred to continue 
using the mouse for window actions. 

Subject C's navigation activity was minimal because of 
his low input rates. Moreover, he was fixed in his use 
of the mouse; he just did not find Xspeak to be 
sufficiently interesting to justify its use. Subject D 
used Xspeak for several weeks but thereafter his 
research work required hardware that conflicted with 
Xspeak, so we have limited data for him. 

Expert E said using Xspeak allowed him larger 
windows with more overlap. When using Xspeak, 
Expert F allowed more window overlap, and typically 
used'one to two additional windows than when limited 
to the mouse. Expert F, with his relatively high 
recognition, also believed that he had higher 
throughput with Xspeak, and therefore favored using 
it. 

In summary, two users, including one author, preferred 
Xspeak to other input methods. Two users rejected 
Xspeak as being insufficiently interesting to outweigh 
their preferred system usage. One user found Xspeak 
interesting, but left the study for other equipment. 
The other user, an author, found Xspeak interesting, 
but his low recognition rates hampered his use. 

Coping Behaviors 

Poor recognition accuracy, in our opinion, was the 
greatest impediment to acceptance of Xspeak. The 
users who stuck with it had some of the higher overall 
recognition rates and developed successful strategies to 
overcome errors, as shown in Table 6. 

Users retrained single window names (or the entire 
vocabulary), and calibrated audio levels in mixed 
amounts. Our most active user, A, had a strategy of 
retraining a single word when his recognition was low. 

imes, a He rarely trained the entire vocabulary (4 t '  

Table 5: User Experiences with Xspeak 



to verify recognizer active: 
calibrate the microphone 
speak each window name in turn 

to verify recognizes discrimination: 
speak some nonsense words 
speak some other winclow names 

to improve overall recognition: 
retrain the whole vocabulary 
verify that recognizer was responding 

improve single name recognition: 
retrain a winclow name 
rename a wiilclow 

Table 6: Coping Strategies 

m i n i m ~ m  amount), but he often retrained a single 
word (109 single words in 79 sessions). On the other 
hand. two users with low recognition rates, B and E, 
.;bowed the highest percentages of retraining the entire 
vocalnlary and calibrating the recognizer. 

411 users, except one of the authors, had problems 
guessing which names would be most suitable for 
success with this particular recognizer. We espectecl 
our users to find suitable names for theinselves with a 
minimum of training; this may have been unrealistic. 

Alt'hough we began the experiment believing that 
navigation was a separate user task, our users did not 
distinguish between using the mouse for navigation 
among applications and using it for direct 
manipulation interactions within an application. As a 
consequence, Xspeak seemed incomplete to them. 

Adap t ive  behaviors 

We also observed users displaying behaviors that used 
speech in novel and creative ways. These behaviors 
would be present at any recognition rate. 

We observecl users spealiing window names while in 
physical positions from which they could not operate a 
keyboard or mouse (such as answering the telephone). 
Even when sitting directly in front of the computer, 
users took advantage of the "hands-off" nature of 
speech input (see Table 7). Interestingly, both experts 
began to use Xspeali to "warp" the mouse. That is, 
they used Sspeak to move to the desirecl application 
and then used hand motions to fine-tune the mouse 
position. 

physical freedom from keyboard 
hands in lap, scratching head 
hands in motion to or from keyboard 
hand on mouse 

physical freedom from workstation 
yawning, stretching 
drinking coffee 
using the telephone 
looking in manuals 

flexible window names 
sounds with emotional content 
words unrelated to window function 
words representative of a window shape 
words from a foreign language 

Table 7: Adaptations to Voice Input 

Conclusions 

The reader is cautioned against generalizing from our 
results. This set of case histories is very small. 
F~~rthermore,  Xspeak was a prototype system under 
development during the evaluation, and simply did not 
work well during some periods. 

Having said that, we believe we have observed several 
important behaviors on the part of our users, and some 
interesting characteristics. First, the individual 
differences we observed were substantial. For our most 
satisfied student user, speech input worked very well 
and gave him opportunities for creativity. This user 
has a strong preference now for speech input. For our 
leas$ satisfied student user, speech held no attraction 
even though his recognition scores were quite good. 
For the other two students the results were mixed. 

Our experiences suggest that users' preferences for an 
auxiliary speech interface may vary a great deal and, 
for some users, be unrelated to their success with 
speech recognition. Designers and evaluators of speech 
input systems should anticipate a wide range of user 
responses, depending upon the users' experience level, 
ability to achieve consistent recognition, their current 
strategies for managing windows, and the nature of 
their work. . 

Second, speech recognition is clearly still difficult to 
use, and expertise is required in setting up the 
recognition device, choosing a vocabulary, and training 
users. We decided against head-mounted microphones, 
and therefore we needed to have Xspeak's design 



minimize the impact of rejection errors. We observed 
several of our users cleveloping inkresting and 
successful coping strategies for times when the 
recognizer was not working well. Nonetheless, 
recognition rates are iinportant and were the most 
consistentl; cited complaint about Xspeak. In a second 
version of Xspeali, me will address this by subsetting 
the user's vocabulary for recognition purposes. 

Third. we ol~servecl that having Xspeak allowed users a 
greater range of physical motions and positions, since 
they were not so tied to the keyboarcl and mouse. 
Fourth, we saw some evidence for increased number 
ancl degree of overlap of windows while using voice. 
Longer term studies will be recluired to substantiate 
this point, however. 

Finally, a speech interface to a window system needs to 
support direct lnanipulation interactions. As 
mentioned. our users did not clistinguish between the 
use of the mouse within an application and among 
applications. We intend to aclcl this capability in our 
second version as well, so that spoken words can 
invoke, for esample, mouse button presses. 
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