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black boxes or (more appropriately) as
open research questions. This resulted
in a focus on specifying the particular
type and form of information that
needs to be represented in the gaps be-
tween these levels.

We came up with what we call the
SAIBA framework (situation, agent, in-
tention, behavior, animation), accord-
ing to which macroscale multimodal
generation comprises three processing
stages, or levels: (1) Intent planning,
(2) behavior planning, and (3) behav-
ior realization. The interface between
intent planning (1) and behavior
planning (2) describes communicative
intent without any reference to phys-
ical behavior; the interface between
behavior planning (2) and behavior
realization (3) describes the physical
behavior that carries out that commu-
nicative intent. The group analyzed
how existing representation lan-
guages, APML, MURML, RRL, and old-
er BML/FML, contribute to these inter-
faces and drafted new functional
markup language (FML) and behav-
ioral markup language (BML) specifi-
cations.

The group feels that a high degree
of flexibility is achieved by separating
the planning into these three levels in
this particular way, and SAIBA is now
being used as the foundation for fur-
ther work by several of the attendees.
Developing a common representation
of the content to be exchanged by
each planning level, without prescrib-

■ The Representations for Multimodal
Generation Workshop was held on April
23–25, 2005, at Reykjavík University,
Reykjavík, Iceland. The overall goal of
this workshop is to further the state of
research on multimodal generation by
enabling (and getting) people in the field
to work together on building systems ca-
pable of real-time face-to-face dialog
with people. This report summarizes the
activities and progress of that meeting.

Human communicative behav-
iors span a broad set of skills,
from natural language genera-

tion and production to eye gaze control
and facial expression. People produce
multimodal behavior with ease in real
time in a broad range of circumstances.
In April 2005 a group of practitioners in
the area of multimodal communication
and computer graphics came together
for three days at Reykjavík University to
further the integration and develop-
ment of multimodal generation skills
for artificial humans.

The group started by specifying the
necessary planning stages and knowl-
edge structures for multimodal behav-
ior generation and control. While we
felt it was important to form clear in-
terfaces at separate levels of abstrac-
tion in order to modularize the sys-
tem, we also did not want to force a
particular microarchitecture on any-
one. The solution was to identify ab-
straction levels at the macro level and
treat the processing between them as

ing how the processing that produces
these is done, opens the possibility of
combining solutions from different
researchers without too much code
modification. In addition to the new
FML and BML, which are still in devel-
opment, the approach assumes addi-
tional development of a low-level rep-
resentation of animation control
below stage 3 and a high-level specifi-
cation of goals above stage 1.

Unlike many such meetings, we ex-
plicitly structured the workshop to
produce tangible results. The ap-
proach was considered a success; a fol-
low-up is planned for next year.
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