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INTRODUCTION
The Intelligent User Interfaces (IUIs) conference has grown to become the premier venue for presenting research on the applications of artificial intelligence to human interface design and operation.  There is, however, a serious limitation to the IUI conference as it has existed to date. The vast majority of the work which has been presented and discussed at the previous IUI conferences has concerned what might be called "desktop" applications.  That is, things an average person would do sitting at a desktop PC connected to the Web--applications which involve web browsing, library search, document preparation, etc. 

Such applications are fascinating and challenging, but they represent only a portion of the full body of work going on under the general heading of intelligent user interfaces.   There is a long history of 'off the desktop' IUIs-far longer, in fact, than that of 'desktop' IUIs-and much ongoing research in this field which bears interesting similarities and differences to the type of work typically reported at IUI.  

The purpose of this panel will be to introduce IUI participants to this alternate body of research and to, hopefully, begin the process of expanding the focus of the IUI conference so that it fully reflects the range of research being done in IUIs.

Definitions

What do we mean by 'off the desktop' IUIs? The phrase was chosen for its intuitive appeal in a title and is, in fact, mildly confusing.  'Moving IUIs off the desktop' could mean two things: (1) moving 'desktop' IUIs onto more portable computing platforms, or (2) applying IUI principles to applications which are not typically done on a desktop-e.g., interaction and control of transportation, power plants, manufacturing, military operations, etc.   

The focus of this panel is intended to be the second type of 'off the desktop' IUI applications-that is, IUIs for non-desktop types of work. Kim Vicente [1] makes a distinction between 'coherence' vs. 'correspondence' work domains which offers a better characterization of the panel's focus. Domains that exhibit 'coherence' are those in which all of the constraints and capabilities in the domain are embodied by the human and the interface-- there is essentially no 'reality' apart from interface itself. Correspondence domains are those where the interface has some (hopefully strong) correspondence to a reality that exists outside of the interface-and the interface is used to control or otherwise interact with that external reality. 

There is obviously a spectrum of possibilities and intermediate cases between these two extremes.  Nevertheless, word processors, video games and, generally, web browsers are good examples of coherence domains, while airplanes, oil refineries and power plants are examples of correspondence domains.  

Note that the 'on/off desktop' dimension is orthogonal to a strict 'theory vs. application' dimension.  While correspondence domains must, by definition, have an ultimate application 'reality' in mind, work on IUIs for correspondence domains can be done at any point on the theory to implementation dimension.

In the proposed panel, we will focus on correspondence domain IUIs.  Thus, the first type of 'off the desktop' IUIs-traditional 'desktop' IUI applications moved onto more mobile computing platforms-will not be addressed.  Work like MIT's Things that Think and Xerox PARC's Ubiquitous Computing efforts, which is developing technologies that will let you take all of your 'desktop' applications and do them on a PDA or over the phone, is essentially pure coherence domain work and, therefore, explicitly not addressed by this panel.

Relevance of Correspondence Domain IUIs

As the premiere venue for IUI research, we believe the IUI conference ought to include research on correspondence domain IUIs.  On the other hand, it is arguable that more of the creative work in IUIs over the past decade has gone on in the type of coherence domain applications which have been the typical topic of the IUI conference to date.  The purpose of this panel will be to introduce the two communities of researchers to each other and to begin an exploration of the similarities and differences between IUI principles for each domain.
Work in IUIs for correspondence domains long predates that for coherence domains.  One of the earliest IUIs in a correspondence domain was based on the Weight-on-Wheels (or WOW) sensor introduced into aircraft after World War II and regularly used to modify cockpit displays and control behaviors by the 1960s.  In essence, the WOW sensor is used to divide the entire domain of aircraft operations into two broad contexts-operations on the ground vs. those in the air.  This context-sensitivity is then used to automatically adapt cockpit controls and displays to the corresponding situation.  For example, activating or deactivating nose wheel steering capabilities, reverse thrusters, landing gear retraction, etc.  
Since that time, the use of IUIs in all manner of correspondence domain applications has grown steadily, if somewhat more slowly than for coherence domains.  Increasingly sophisticated, context-based alarm management strategies have been developed and used for commercial and military aviation, as well as for industrial processing domains such as oil refineries, for almost as long as the WOW sensor.  User-based help systems-which adapt the level of explanation or aiding provided on the basis of the sophistication, training or experience of the user-were first introduced for naval, electronics and medical maintenance and diagnostics tasks in the mid to late 1970s.  Recently, task-based semi-automatic display configuration systems-which allow reconfiguration of multiple cockpit displays on the basis of the pilot's assertion of an intended task-have been introduced in multiple aviation domains.
Although the history of IUIs in correspondence domains may be longer than that in coherence domains, it has been somewhat more conservative.  There are good reasons for this.  The fact that there is a 'reality on the other side of the interface' in correspondence domains almost inevitably means that the consequences of errors are greater than they are in coherence domains.  The costs of a misspelled word, a false hit in a web search, or even a lost document are far less than a lost airplane or a ruined manufacturing run.  Thus, for example, it may well be that research in IUIs for correspondence domains has valuable insights into making IUIs more accurate, while coherence domain research has insights into making IUIs more flexible and encompassing.
PANEL FOCUS AND STRUCTURE

We believe that much of the research on 'desktop' IUIs is highly relevant to correspondence-domain IUIs-but not all.  Both the similarities and the differences will be instructive.  The purpose of this panel is to introduce the attendees of IUI to the correspondence/coherence distinction and, more importantly, to the wealth of research going on in correspondence-domain IUIs.  At the same time, the panel will introduce a few of the top researchers working on correspondence-domain IUIs to the IUI conference and its attendees. 
Panel members have been selected for their deep background in creating IUIs for correspondence domains.  Each of the panel members has at least ten years experience on relevant IUI design or implementation research.  Together, they represent an extremely diverse set of correspondence domains-ranging from military and commercial aviation, through industrial processing, manufacturing and building management, to the design and conducting of complex, human-intensive efforts such as space missions.  Furthermore, their experience encompasses the design, implementation, operation and evaluation of IUIs in these domains.
· The session will open with a brief introduction from the chair, identifying the coherence/correspondence distinction and offering some rationale for the importance of correspondence domain IUI research. Following this, each of the panel participants will offer a brief statement of their experience in working with IUIs for correspondence domains.  Each participant has been asked to end his or her presentation with a concise position statement of the form "Correspondence domain IUIs are like/unlike coherence domain IUIs because ..." along with rationale and implications of this statement.  Following participants statements, the panel will address questions from the audience for the remainder of the session. Sample questions in keeping with the panel's focus might include:
· Has progress toward the acceptance and adoption of IUI technology been slower in correspondence domains than in coherence ones? If so, why and what can be done to improve acceptance?
· The metaphor of an anthropomorphic 'associate' agent has a long history in correspondence domain IUI research.  What lessons have been learned from this research and are they applicable to coherence domain IUIs whose own attempts at software agents is moving in similar directions.
· Operators in correspondence domains have an intense need to retain control and/or awareness of the actions being performed on the domain.  Thus, there is pressure to maintain a line between affecting the presentation of information about the domain vs. effecting changes in the domain itself. This distinction is essentially absent the more toward the 'coherence' end of the spectrum a domain gets-where the interface is the work domain.  Can correspondence domain IUIs learn anything from coherence domain systems about how to more effectively integrate information presentation and effective control actions?

POSITIONS OF PANEL PARTICIPANTS

The following panel participants have been selected to provide a wide range of experience in developing IUIs for correspondence domains.  Their position statements are included below.
Dr. Patty Lakinsmith
For the past decade I have applied human factors theory and research techniques to the conception, design, and analysis of pilot-vehicle interfaces for advanced technology rotorcraft.  Upon receiving my Ph.D. in cognitive/experimental psychology from Purdue University, I joined the crew systems integration group at Sikorsky Aircraft in Connecticut.  While at Sikorsky I did crewstation design for the Comanche scout-attack helicopter, and Cognitive Decision Aiding System design, development, and full mission simulation test on the US Army's Day / Night Adverse Weather Pilotage System (D/NAPS) project.  My responsibilities there included pilot knowledge acquisition, system conceptual design, interface design, and system evalaution.  I joined Monterey Technologies, Inc. in 1994.  MTI is a small, San Francisco Bay area human factors research, development, and consulting firm that specializes in human performance assessment in full mission simulation of future DoD systems.  While at MTI, I led crewstation design and full mission simulation evaluation efforts on two major US Army Advanced Technology Demonstrations:  TACOM's Crewman's Associate ATD, and AATD's Rotorcraft Pilot's Associate ATD.  I am particularly interested in the challenges associated with the evaluation of cockpit decision aiding systems.
The Sikorsky/Texas Instruments D/NAPS system was designed to provide context-sensitive assistance to an Army helicopter pilot flying a low-level, covert troop insertion mission.  The Cognitive Decision Aiding System (CDAS) monitored the aircraft's flight path with regard to a planned route, and offered route replans when the current route was determined to be invalid.  The CDAS monitored incoming digital messages, and replanned a new route avoiding threats and using terrain for concealment when pilots were given a mission redirect.  The CDAS also monitored aircraft systems such as the engines, and the night vision system, and recommended new route plans when the current plans were no longer feasible due to system failures.  Changes in external factors such as threat locations and weather also prompted the CDAS to reformulate plans.  The CDAS monitored the pilot's actions in the cockpit to determine where his attention might be focused (inside or outside the cockpit), which determined the best means of presentation for cockpit warnings and cautions, and affected the number and types of auditory messages heard by the pilot.  The system monitored the aircraft's progress along the current flight plan, and offered cues to the pilot to either speed up or slow down to meet planned arrival times.  When unexpected threats were encountered, the system analyzed the lethality of the threats, and examined the terrain database to locate the safest places for the pilot to mask himself and reduce detection time.
I believe that the similarities between IUIs in coherence and correspondence domains are probably many, and are characteristic of "intelligent" interfaces in general.  These qualities include user adaptivity, use of a user model, use of natural language, intent inferencing, dialogue modeling, and explanation generation.  However, some of these features are not as appropriate or feasible to implement in a correspondence domain in which rapid user decisions are required, and in which consequences of human error are often great.  For example, a helicopter pilot encountering an unexpected threat in battle is unlikely to engage in a natural language dialogue with an intelligent system in order to determine the best likely course of action. Consequences of IUI "errors" in inferring pilot intent are great as well, if autonomous system actions are executed as a result.  Rarely will the pilot have time to query the system regarding the origin of a particular system response, whereas a user of an agent-based web information retrieval system will.  A pilot is more likely to turn off any system that is providing output that is not perceived as helpful to the task at hand.   Therefore, explanation facilities for correspondence domain IUIs will have to be cleverly designed in order to be useful in a  time-critical decision making environment.  Insight into system functions must be conveyed rapidly by using graphical information depiction to explain otherwise invisible system actions.  User trust in the system is imperative if the system is to be accepted, but can only be gained through extensive interaction with the system, and insight into how the system works.  
In designing IUIs for a correspondence domain, much can be learned from the domain of cockpit resource management.  Likely, the most successful IUIs and intelligent systems in general will have qualities similar to those possessed by a trusted copilot, and dialogues and interactions with them will mimic those between seasoned crews.  Experienced copilots know when not to interrupt each other, what kinds of information they need at different times during the flight, and how best to present it to each other.  An IUI in this type of domain must interact with the human users (i.e. pilots) in ways that are natural, efficient, and intuitive, with no surprises.
Dr. Christine Mitchell
I have been involved in constructing IUIs for correspondence domains since 1981.  My work has included IUIs for satellite control, shop-floor electronics manufacturing and material handling, flight-deck aviation and automation, air traffic management, nuclear power plant control, chemical process control, and health systems.
My contribution as a panel member will be to describe the differences in knowledge representations required for IUIs in correspondence vs. coherence domains.  Much of my work has involved the design, use and evolution of the Operator Function Model (OFM-[2,3]). The OFM, beginning in 1984, evolved in an effort to characterize (i.e., knowledge engineering) and design interfaces for complex, engineered systems typical of correspondence domains.  As such, the OFM reflects the operational language and operator behaviors of this type of system, e.g., multi-tasking and non-determinism. 
It is useful to compare and contrast the structure of the OFM to that of a representation commonly used in the design and construction of coherence domain IUIs-the ubiquitous GOMS (i.e., goals, operators, methods, and selectors) model [4]. Though frequently used or extended to meet the needs of complex, often dynamic, off-the-desktop systems, GOMS has inherent limitations in both language and structure that limit its principled application. GOMS evolved in the context of HCI environments and its initial proof-of-concept applications were for word processing and text editing. 
Given its roots, the GOMS 'model of the domain' was embedded in the goal and subgoal structure. For example, the goal of correcting a typographical error is exactly that, with the 'domain of application'-computer, word processing application, and document-all implicit.  Used predictively, the deterministic nature of GOMS was not a limitation for such applications. Used as a tool to design human interfaces and other interactions with complex, often dynamic, engineered systems (some of the more sophisticated microwaves may fall into this category), GOMS has significant and numerous limitations.  The primary limitation is that GOMS does not have an explicit model of the domain and any extensions must significantly change GOMS to enable its use in applications in which a detailed model of a complex domain is mandatory.  
As an engineering model, the OFM, and it computational implementation OFMspert, have robust domain models, representations at various levels of aggregation and abstraction.  These representations include state variables, operator heuristics, and other artifacts that enable humans to control or manage large-scale systems.  Goals and operational activities are quite separate in an OFM representation.  The goals are obvious and implicit: the goal of a pilot is to fly the aircraft in such a way that it arrives at its destination in a safe, timely, and efficient manner.  Given a new ATC clearance, the goal does not change.  Rather, the current set of activities to which the pilot is attending changes.  Activities, defined hierarchically, from high-level functions down to lowest-level syntactically correct actions, comprise the basic OFM modeling artifacts.  
OFMspert, using a blackboard method of problem solving, posts 'activity trees'-hierarchically decomposed sets of activities-that, given the current system state (including, for example, the state of the aircraft, autoflight system, current flight plan, and ATC clearances), a pilot might be expected to be carrying out currently.  By design, both the blackboard data structure and the OFM support multi-tasking, or heterarchy, at high levels and non-determinism at lower levels.   The former represents the concurrent nature of many real-world tasks, particularly in correspondence work domains.  The latter represents the choices that well-trained humans have, and frequently exercise, and that reduces the utility of deterministic models to guide design or to predict and interpret actual human performance. 
My presentation will use a glass-cockpit flight-deck navigation application to compare and contrast OFM and GOMS.  Given this background, I will conclude by proposing a set of necessary attributes that any model used for design of human interaction in correspondence domains should have.
Prof. Dr.-Ing. Reiner Onken
Our field of research and development is cognitive engineering in the domain of vehicle guidance and control. We are developing cognitive systems to provide assistance for human operators of vehicles. The assistance can be in different ways, i.e.
* to display context-relevant, timely information 

* to give advice to make the operator's work more effective

* to teach the operator

* to provide autonomous vehicle guidance and control
Our work represents examples of both intelligent user interfaces for coherence and correspondence domains. We have spent nearly ten years now developing applications for guidance and control of  aircraft and road vehicles.  In both areas we have made prototype implementations in real vehicles and in a simulator environment.
Experience with these systems shows that intelligent user interfaces can be considered as a special kind of cooperative service personnel, which offers human-like capabilities in autonomous
* situation assessment and analyses

* problem identification

* problem solving 

* dialogue management and

* self diagnosis.
These services must be based, however, on solid knowledge (explicitly provided or gained by training) about the overriding mission goals, and the overall system of environment, vehicle and human operator in all their relevant facets.
In addition, experience with these systems has shown highly promising experimental results in terms of great increases in mission effectiveness and avoidance of undesired effects of operator errors. In particular, for the application in aircraft and road vehicles, both productivity and safety can be increased. In tutorial systems, more effective learning and standardization of the performance of operators can be achieved at lower costs. Also the objective performance measurement of the trainee or the experienced operator can be provided by these techniques.
Dr. Robin Penner

I have been researching and designing user interfaces for Honeywell for over 15 years, mainly for correspondence systems in diverse domains, including configuration and runtime systems for building management, industrial process control, and aviation scheduling. My research interests have been centered on mechanisms for providing well-designed and usable end user interfaces to these systems. I have been particularly concerned with how to assure that once our systems have been purchased and installed in different end-user sites, we can control the usability of our products. This is particularly difficult for process management systems, as each system is usually configured and specialized by the end user to control their particular site and process.
For example, when a Honeywell building management system is installed in a particular location, it comes complete with sophisticated building management functionality, but, because each site is different, the system does not contain any but the most generic of user interface components. This makes it very difficult to design and implement configuration, control, and analysis displays, since they must accommodate many different types of domain objects and tasks. In addition, it is very difficult to modify these displays in response to changes in functionality or advances in user interface design practice, or even in response to simple changes of equipment at a particular site.
This also makes it impossible to provide pre-designed graphical visualizations of the individual site processes and equipment. Currently, our customers must create graphic visualizations of each system, subsystem, and equipment by hand. These visualizations are used by operators and managers to control and navigate the components of the site. The creation or modification of these individualized user interfaces is quite time consuming and expensive, prone to error, performed largely by individuals with no training in proper user interface design techniques.

This has led me to believe that our products should contain the knowledge and capabilities to design and generate their own specialized user interfaces, on the fly, as appropriate to the configuration of equipment and functions at a particular site. Based on this belief, I have been developing a system that performs dynamic design and presentation for the types of correspondence systems that vary between installations. Based on the user, the current task, the available hardware, the equipment and data involved in the task, and the current status of the system as a whole, the Dynamic Interaction Generator for Building Environments (DIGBE) dynamically designs an appropriate interaction and presents it interactively to the user. It does this based on a series of complex compositional models, wherein the user interface elements automatically compose themselves based on a system of affordances and compositional rules.
Such an approach allows significant cost savings in both the development and site-specific configuration of a correspondence user interface. Not only will this save costs at initial development and installation time, but also when sites are re-configured or modified, or when additional functionality is added to the systems themselves. In addition, as user interface design practice evolves, these advances can easily be incorporated into the user interface design knowledge inherent in DIGBE. Finally, because DIGBE is a single modular component written in Java, multiple platforms and interaction devices can be used for a single application, and all information at a site is synchronized and reliable.

Dr. Valerie Shalin

I have been working on the analysis of workplace expertise and the design of aiding and training technology for more than ten years, studying numerous work domains including military and commercial aviation, electronics engineering, submarine warfare, cardiology and internal medicine, manufacturing assembly, driving, analysis of photographic imagery, manual labor, on-foot land navigation, computer repair, and marketing of paper products.  All of these domains incorporate models or representations related to the physical aspect of work, such as maps, blueprints, photographs, x-rays, and even flow charts. The purpose of these representations is to promote a culturally determined, correct response to current conditions. The representation allows workers to conduct certain mental and physical activities regarding an inaccessible or risky physical reality, assuming that the representation bears an appropriate, durable correspondence with that reality. 
A computer interface is profitably viewed as a special representational medium for work related models. The computer interface is intelligent when it is context sensitive, that is, when it alters its appearance depending upon current information. A collision avoidance system that automatically alters its traffic warning criteria (and therefore its representation of the world) depending upon whether the host aircraft is on the ground or in the air exemplifies a simple intelligent user interface. In contrast, paper-based representations, such as maps and blue prints, lack this timely, context sensitive capability. However, paper-based representations easily lend themselves to user annotations, for example to align related data. Paper-based representations also lend themselves to replication and hypothetical reasoning that departs from physical reality in interesting ways. 
In the spatial domain of commercial aviation, Geddes and I have evaluated the performance benefits of interfaces that are specially configured not just for current context, but for the method that will likely be used to accomplish work in that context. In follow-on pilot work, we showed that the kind of automated, purportedly benevolent change in appearance made possible by an IUI does not interfere with performance. An intelligent, context sensitive interface does not require logically complex software. For example, G. Prabhu's dissertation explored the performance benefits of a simple heading separated, computer-based map for drivers, that flipped its North-South orientation automatically when the drivers heading exceeded some threshold. The heading separated map accommodated a route following task just as well as the much-studied track up-map. In addition, the heading separated map accommodated a route generation task, for example in response to an unexpected obstruction, just as well as a standard fixed-orientation map. 

Our most recent and most ambitious IUI interests occur in the domain of on-orbit navigation for NASAs space shuttle program. In a substantially expanded notion of the route planning task explored for driving, one of the most important capabilities of an IUI for orbital dynamics will be to support contingency planning, that is, to represent hypothetical conditions and hypothetical responses, so that they may be evaluated and refined. 

The shuttle application forces a focus on a potential function of intelligent interfaces that we have thus far ignored in the spatial domains we have previously studied. The intelligent user interface can do much more than select and represent the information relevant for tailoring responses. It can also represent the set of candidate (hypothetical) plans (or designs) for user evaluation, including the associated assumptions, user directed modifications and possible outcomes that may arise. The intelligent interface has an important new bookkeeping role to play for the user, in representing the relationship among plans, and updating or retracting plans consistent with current conditions and user annotations and inputs. Just maintaining names for the numerous alternatives becomes a difficult task in computational reasoning. But, in so doing, the relationship between the physical world and user responses is no longer assumed (as in the collision avoidance example) but rather represented for the intelligent user's evaluation.  
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