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X.1 Introduction

Embodied conversational agents (ECAS) are not just computer

interfaces represented by way of human or animal bodies. And they

are not just interfaces where those human or animal bodies are

l'ifelikeor believableintheiractions and their reactions to

human users.

Embodied conversational agents are specifically conversati onal in
their behaviors, and specifically humanlike in the way they use

their bodies in conversation. That is, embodied conversational

agents may be defined as those that have the same properties as

humans in face-to-face conversation, including:

« the ability to recognize and respond to verbal and nonverbal
input

« the ability to generate verbal and nonverbal output

« the ability to deal with conversational functions such as turn
taking, feedback, and repair mechanisms

« the ability to give signals that indicate the state of the
conversation, as well as to contribute new propositions to the

discourse



The design of enbodi ed conversational agents puts nany
dermands on system architecture. In this chapter, we describe a
conversational framework expressed as a |ist of conversational
properties and abilities and then denonstrate howit can lead to
a set of architectural design constraints. W describe an
architecture that neets the constraints, and an inplenmentation of
the architecture that therefore exhibits nmany of the properties
and abilities required for real-tine natural conversation.

Research in conputational |inguistics, multinodal

i nterfaces, conputer graphics, and autononous agents has led to
t he devel opnent of increasingly sophisticated autononbus or sem -
aut ononous virtual humans over the last five years. Autononobus
sel f-animating characters of this sort are inportant for use in
production animation, interfaces, and conputer ganes.
Increasingly, their autonony cones from underlying nodel s of
behavi or and intelligence rather than sinple physical nodels of
human notion. Intelligence also refers increasingly not just to
the ability to reason, but also to “social smarts"—the ability to
engage a human in an interesting, relevant conversation with
appropriate speech and body behaviors. Our own research
concentrates on social and linguistic intelligence—
“conversational smarts”—and how to implement the type of virtual
human that has the social and linguistic abilities to carry on a
face-to-face conversation. This is what we call embodied
conversational agents.

Our current work grows out of experience developing two

prior systems—Animated Conversation (Cassell et al. 1994) and



Ym r ( Thorisson 1996). Animated Conversation was the first system
to produce automatically context-appropriate gestures, facial
movements, and intonational patterns for animated agents based on
deep semantic representations of information, but it did not
provide for real-time interaction with a user. The Ymir system
focused on integrating multimodal input from a human user,
including gesture, gaze, speech, and intonation, but was only
capable of limited multimodal output in real time.

We are currently developing an embodied conversational agent
architecture that integrates the real-time multimodal aspects of
Ymir with the deep semantic generation and multimodal synthesis
capability of Animated Conversation. We believe the resulting
system provides a reactive character with enough of the nuances
of human face-to-face conversation to make it both intuitive and
robust. We also believe that such a system provides a strong
platform on which to continue development of embodied
conversational agents. And we believe that the conversational
framework that we have developed as the underpinnings of this
system is general enough to inform development of many different

kinds of embodied conversational agents.

X.2 Motivation

A number of motivations exist for relying on research in human
face-to-face conversation in developing embodied conversational
agent interfaces. Our most general motivation arises from the
fact that conversation is a primary skill for humans, and a very

early-learned skill (practiced, in fact, between infants and



not hers who take turns cooing and burbling at one anot her
(Trevarthen 1986), and fromthe fact that the body is so well
equi pped to support conversation. These facts |lead us to believe
t hat enbodi ed conversational agents may turn out to be powerful
ways for humans to interact with their conputers. However, an
essential part of this belief is that in order for enbodied
conversational agents to live up to their prom se, their

i npl enment ati ons nust be based on actual study of hunman- human
conversation, and their architectures nust reflect sone of the
intrinsic properties found there.

Qur second notivation for basing the design of architectures
for ECAs on the study of human-human conversation arises from an
exam nation of sone of the particular needs that are not nmet in
current interfaces. For exanple, ways to make di al ogue systens
robust in the face of inperfect speech recognition, to increase
bandwi dth at | ow cost, and to support efficient collaboration
bet ween human and nachi nes and between humans nedi at ed by
machi nes. W believe that it is likely that enbodi ed
conversational agents will fulfill these needs because these
functions are exactly what bodies bring to conversation. But
t hese functions, then, nust be carefully nodeled in the
i nterface.

Our motivations are expressed in the form of “beliefs”
because, to date, no adequate embodied conversational agent
platform has existed to test these claims. It is only now that
implementations of “conversationally smart” ECAs exist that we

can turn to the evaluation of their abilities (see, for example,



Nass, |Isbister, and Lee, chap. X; Oviatt and Adans, chap. X
Sanders and Scholtz, chap. X).

In the remai nder of this chapter, we first present our
conversational framework. W then di scuss how this framework can
drive the design of an architecture to control an ani nmated
character who participates effectively in conversati onal
interaction with a human. W present an architecture that we have
been devel oping to nmeet these design requirenents and descri be
our first conversational character constructed using the
architecture—Rea. We end by outlining some of the future
challenges that our endeavor faces, including the evaluation of

this design claim.

X.3 Human Face-to-Face Conversation

To address the issues and motivations outlined above, we have
developed the Functions, Modalities, Timing, Behaviors (FMTB)
conversational framework for structuring conversational

interaction between an embodied conversational agent and a human
user. In general terms, all conversational behaviors in the FMTB
conversational framework must support conversational functions,
and any conversational action in any modality may convey several
communicative goals. In this section, we motivate and describe
this framework with a discussion of human face-to-face
conversation. Face-to-face conversation is about the exchange of
information, but in order for that exchange to proceed in an

orderly and efficient fashion, participants engage in an

elaborate social act that involves behaviors beyond mere recital



of information-bearing words. This spontaneous performance, which
so seam essly integrates a nunber of nodalities, is given
unsel fconsciously and wi thout much effort. Sonme of the key

features that all ow conversation to function so well are

« the distinction between propositional and interactional

functions of conversation

* the use of several conversational modalities

« the importance of timing among conversational behaviors (and
the increasing co-temporality or synchrony among conversational
participants)

» the distinction between conversational behaviors and

conversational functions

X.3.1 Interactional and Propositional Functions of Conversation
Although a good portion of what goes on in conversation can be
said to represent the actual thought being conveyed, or
propositional content, many behaviors serve the sole purpose of
regulating the interaction (Goodwin 1981; Kendon 1990). We can
refer to these two types of contribution to the conversation as
behaviors that have a proposi tional function and behaviors that
have an i nteracti onal function, respectively. Propositional
information includes meaningful speech as well as hand gestures
and intonation used to complement or elaborate upon the speech
content. Interactional information, likewise, can include speech

or non-speech behaviors.



Both the production and interpretation of propositional
content rely on know edge about what one wi shes to say and on a
dynam ¢ nodel of the discourse context that includes the
i nformati on previously conveyed and the kinds of reasons one has
for conveying new i nformati on. Interactional content includes a
nunber of cues that indicate the state of the conversation. They
range from nonverbal behaviors such as head nods to regul atory
speech such as "huh?" or "do go on."

One primary role of interactional information is to
negoti ate speaking turns. Listeners can indicate that they would
like to receive the turn, for exanple, by raising their hands
into space in front of their bodies or by noddi ng excessively
bef ore a speaker reaches the end of a phrase. Speakers can
i ndicate they want to keep the turn, for exanple, by keeping
their hands raised or by gazing away fromthe |istener. These
cues are particularly useful for the speaker when pauses in
speech may tenpt the |listener to junp in.

Turn-taki ng behavior along with Iistener feedback, such as
signs of agreenent or sinple "I amfollow ng" cues, are good
exanpl es of the kind of parallel activity that occurs during
face-to-face conversation. Speakers and listeners nonitor each
ot her’ s behavi or continuously throughout the interaction and are
si mul t aneously produci ng and receiving information (Argyle and
Cook 1976) and si mul taneously conveying content and regul ati ng

t he process of conveying content.

X.3.2 Miultinodality



We can convey multiple comuni cative goals via the sane

comuni cati ve behaviors or by different communi cative behaviors
carried out at the sane tinme. Wat nmakes this possible is the
fact that we have at our disposal a nunber of nodalities that can
overlap wi thout disruption. For exanple, a speaker can add a
certain tone to the voice while raising the eyebrows to elicit
feedback in the formof a head nod fromthe listener, all wthout
interrupting the production of content. The use of several
different modalities of communication—such as hand gestures,

facial displays, eye gaze, and so forth—is what allows us to

pursue multiple goals in parallel, some of a propositional nature

and some of an interactional nature. It is important to realize

that even though speech is prominent in conveying content in

face-to-face conversation, spontaneous gesture is also integral

to conveying propositional content. In fact, speech and gesture

are produced simultaneously and take on a form that arises from

one underlying representation (Cassell, chap. X; McNeill 1992).

What gets conveyed through speech and what gets conveyed through

gesture are therefore a matter of a particular surface structure

taking shape. For interactional communicative goals, the modality

chosen may be more a function of what modality is free—for

example, is the head currently engaged in looking at the task, or

is it free to give a feedback nod?

X.3.3 Timing
The existence of such quick behaviors as head nods, which

nonetheless have such an immediate effect on the other



conversational participant, enphasizes the range of tine scales
i nvol ved in conversation. Wiile we have to be able to interpret
full utterances to produce neani ngful responses, we are al so
sensitive to instantaneous feedback that may nodify our

producti on as we go.
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Figure X 1. _ _ _
A wide variety of time scales in human face-to-face conversation.
Crcles indicate gaze noving toward other; lines indicate

fixation on other; squares are w thdrawal of gaze from other;
question mark shows rising intonation (from Thorisson 1996,
adapted from Goodw n 1981).

In addition, the synchrony anong events, or |ack thereof, is
meani ngful in conversation. Even the slightest delay in
respondi ng to conversational events may be taken to indicate
unw | I i ngness to cooperate or a strong di sagreenent (Rosenfeld,

1987). As denonstrated in figure X 1, speakers and |isteners

attend to and produce behaviors with a wide variety of tine
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scales. It is remarkabl e how over the course of a conversation,
partici pants increasingly synchronize their behaviors to one
anot her. Thi s phenonenon, known as entrai nment, ensures that

conversation will proceed efficiently.

X. 3.4 Conversational Functions Are Carried Qut by Conversationa
Behavi or s

Even though conversation is an orderly event, governed by rules,
no two conversations | ook exactly the sanme and the set of

behavi ors exhibited differs from person to person and from
conversation to conversation. It is the functions referred to
above that guide a conversation. Typical discourse functions

i ncl ude conversation invitation, turn taking, providing feedback,
contrast and enphasis, and breaking away. Therefore, to
successfully build a nodel of how conversation works, one can not
refer to surface features, or conversational behaviors al one.

I nstead, the enphasis has to be on identifying the fundanent al
phases and hi gh-1evel structural elenents that make up a
conversation. These elenments are then described in ternms of their

role or function in the exchange.

Table X. 1 here

This is especially inportant because particul ar behavi ors,
such as the raising of eyebrows, can be enployed in a variety of
ci rcunstances to produce different comruni cative effects, and the

same communi cative function may be realized through different



11

sets of behaviors. The formwe give to a particul ar discourse
functi on depends on, anobng other things, current availability of
nodal ities such as the face and the hands, type of conversation,
cultural patterns, and personal style. For exanple, feedback can
be given by a head nod, but instead of noddi ng, one could al so
say "uh huh" or "I see,” and in a different context a head nod
can indicate enphasis or a salutation rather than feedback. Table
X.1 shows sone inportant conversational functions and the
behavi ors that realize them

From t he di scussion above, it should be clear that we nake
extensi ve use of the body when engaged in face-to-face
conversation. This is natural to us and has evolved along with
| anguage use and soci al conpetence. Gven that this el aborate
system of behaviors requires mnimal conscious effort, and that
no ot her type of real-tine human-to-human interaction, such as
phone conversation, can rival face-to-face interaction when it
comes to “user satisfaction,” one has to conclude that the
affordances of the body in conversation are unique.

The ability to handle natural conversational interaction is
particularly critical for real-time embodied conversational
agents. Our FMTB conversational framework, then, relies on the
interaction among the four properties of conversation described
above (co-pursuing of interactional and propositional functions,
multimodality, timing, distinction between conversational
behaviors and conversational functions). Below, we review some

related work before turning to a demonstration of how this model
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provi des a natural design framework for enbodi ed conversationa

archi tectures

X. 4 Rel ated Work

W have argued that enbodi ed conversational agents nust be
designed fromresearch on the use and function of the verbal and
nonver bal nodalities in human-human conversation. O her authors
in this volunme adhere to this principle to a greater or |esser
extent. OGther work in interface design has also followed this
path in the past, in particular, work in the domain of nultinodal
interfaces. Research on multinodal interfaces has concentrated
nore on the question of understanding the verbal and nonverbal
nodal iti es, whereas enbodi ed conversati onal agents nust both
under st and and generate behaviors in different conversational
nodalities. In the sections that follow, we review sone previous
research in the fields of conversational interfaces and
mul ti nodal interfaces before turning to other enbodied

conversational agent work that resenbles our own.

X. 4.1 Synthetic Multinodal Conversation

"Ani mat ed Conversation"” (Cassell et al. 1994) was a systemthat
automati cal |y generated context-appropriate gestures, facial
novenents, and intonational patterns. In this case, the domain
was an interaction between a bank teller and custoner. In order
to avoid the issues involved with understandi ng hunan behavi or,
the interaction took place between two aut ononous graphi cal

agents and the enphasis was on the production of nonverbal



behavi ors that enphasi zed and reinforced the content of speech.

In “Animated Conversation,” although both turn-taking
conversational behaviors and content-conveying conversational
behaviors were implemented, no distinction was made between
conversational behaviors and the functions they fulfilled. Each
function was filled by only one behavior. Because there was no
notion of conversational function, the interactional and
propositional distinction could not be explicitly made. This was
not a problem in for the system, since it did not run in real

time, and there was no interaction with a real user, but it made
it impossible to extend the work to actual human-computer
interaction.

André et al. (chap. X) also implement a system for
conversation between synthetic characters for the purpose of
presenting information to a human, motivated by the engaging
effect of teams of newscasters or sportscasters. Two domains are
explored: car sales and "RoboCup Soccer,” with an emphasis on
conveying character traits as well as domain information. In the
car domain, they use goal decomposition to break a presentation
into speech acts; and personality and interest profiles in
combination with multi-attribute utility theory to organize the
presentation of automotive features and values. The result is a
sequence of questions, answers, and comments between a seller and
one or two buyers. The modalities explored are primarily speech
and intonation; although there are some pointing hand gestures.

The conversational behaviors generated by this system either

13
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fulfill a propositional goal, or convey personality or enotional

traits; interactional goals are not considered.

X. 4.2 Conversational Interfaces

Ni ckerson (1976) was one of the pioneers of nodeling the conputer
interface on the basis of human conversation. He provided a |i st
of features of face-to-face conversation that could be fruitfully
applied to human-conputer interaction, including m xed
initiative, nonverbal conmunication, sense of presence, and rul es
for transfer of control. H's concern was not even necessarily
systens that carried on conversations with humans, but rather a
nodel that all owed managenent and explicit representation of turn
taki ng so the user’s expectations could be harnessed in service
of clearer interaction with the conputer.

Brennan (1990) argues that human-conputer interaction
literature pronmul gates a fal se dichotony between direct
mani pul ati on and conversation. From observati ons of human-human
conversation, Brennan devel ops guidelines for designers of both
W MP and conversational interfaces. Key guidelines include
nodel i ng shared understandi ngs and provisions for feedback and
for repair sequences. The work of both Ni ckerson and Brennan were
essential to our FMIB nodel .

Badl er et al. (chap. X) present a conversational interface
to an avatar control task. Avatars interact in the Jack-MoO
virtual world, controlled by natural |anguage commands such as
“walk to the door and turn the handle slowly.” They developed a

Parameterized Action Representation to map high-level action
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| abel s into | ow1level sequences of avatar activity. Humans give
orders to their avatars to act and speak, and the avatars nay
converse with sone fully automated characters in the virtua
worl d. Thus, the human interface is effectively conmand and
control, while the nultinodal conversation occurs between avatars
and automatic characters. No interactional functions such as turn
taking are considered in this system |In addition, there is a
hard mappi ng bet ween conversati onal behavi ors and conversati onal
functions, making the use of the different nodalities somewhat

i nfl exible.

X. 4.3 Multinodal Interfaces

One of the first nmultinodal systens based on the study of
nonverbal nodalities in conversation was Put-That-There (1980).
Put - That - There used speech recognition and a si x-degree- of -
freedom space- sensi ng devi ce to gather user gestural input and
allow the user to mani pulate a wall-sized infornmation display.
Put - That - There used a sinple architecture that conbi ned speech
and deictic gesture input into a single command that was then
resolved by the system For exanple, the system coul d understand
the sentence "Mwve that over there" to nmean nove the sofa
depicted on the wall display to a position near the table by
anal yzing the position of the pointing gestures of the user. In
each case, however, the speech drove the analysis of the user

i nput. Spoken commands were recognized first, and the gesture

i nput only used if the user’s command coul d not be resol ved by

speech anal ysis alone. Certain words in the speech grammar (such
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as "that") were tagged to indicate that they usually co-occurred
with a deictic (pointing) gesture. Wen these words were
encountered, the system anal yzed the user’s pointing gestures to
resol ve deictic references.

Koons extended this work by allow ng users to nmaneuver
obj ects around a two-di nensional map using spoken comrands,
dei ctic hand gestures, and eye gaze (Koons, Sparrel, and
Thorisson 1993). In his system, nested frames were employed to
gather and combine information from the different modalities. As
in Put-That-There, speech drove the analysis of gesture: if
information was missing from speech, the system would search for
the missing information in the gestures and/or gaze. Time stamps
united the actions in the different modalities into a coherent
picture. Wahlster used a similar method, depending on typed text
input to guide the interpretation of pointing gestures (Wabhlster
1991).

These examples exhibit several features common to command-
and-control-type multimodal interfaces. They are speech-driven,
so the other input modalities are only used when the speech
recognition produces ambiguous or incomplete results. Input
interpretation is not carried out until the user has finished an
utterance, meaning that the phrase level is the shortest time
scale at which events can occur. The interface only responds to
complete, well-formed input, and there is no attempt to use
nonverbal behavior as interactional information to control the

pace of the user-computer interaction.
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These linmtations were partially overcone by Johnston
(1998), who described an approach to understandi ng user input
based on unification with strongly typed multinodal granmars. In
his pen and speech interface, either gesture or voice could be
used to produce input and either one could drive the recognition
process. Ml tinodal input was represented in typecast semantic
frames with enpty slots for mssing information. These slots were
then filled by considering i nput events of the correct type that
occurred about the same tinme.

On a different tack, Massaro et al. (chap. X) use nonver bal
behavior in Baldi, an enbodi ed character face, to increase the
intelligiblity of synthetic speech; they prove efficacy by
testing speech readers’ recognition rate with Bal di nouthing
nonosyl | abl es. The out put denonstrates inproved intelligibility
when |ip shapes are correct, and the authors have al so shown the
utility of such a systemfor teaching spoken conversation to deaf
chi l dren.

M ssing fromall these systens, however, is a distinction
bet ween conversati onal behavi or and conversational function. This
nmeans, in addition, that there can be no notion of why a
particul ar nodality m ght be used rather than another, or what
goal s are achi eved by the congruence of different nodalities. The
case of nultiple communicative goals (propositional and
interactional, for exanple) is not considered. Therefore, the
rol e of gesture and voice input cannot be analyzed at nore than a

sent ence-constituent replacenent |evel.
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X. 4.4 Enbodi ed Conversational Interfaces

Lester et al. (chap. X) do rely on a notion of semantic function
(reference) in order to generate verbal and nonverbal behavior,
produci ng deictic gestures and choosing referring expressions as
a function of the potential anmbiguity of objects referred to and
the proximty of those objects to the aninated agent. This system
i s based on an understanding of how reference is achieved to
objects in the physical space around an ani nated agent and the
utility of deictic gestures in reducing potential anbiguity of
ref erence. However, the generation of gestures and the choice of
referring expressions (froma library of voice clips) are
acconplished in two entirely independent (additive) processes,

wi t hout a description of the interaction between or function
filled by the two nodalities.

Ri ckel and Johnson (1999; chap. X) have designed a
pedagogi cal agent, Steve, that can travel about a virtual ship,
guiding a student to equi prment, and then using gaze and deictic
gesture during a verbal |esson about that equi pnent. The agent
handl es verbal interruption and provides verbal and nonver bal
feedback (in the formof nods and headshakes) of the student’s
performance. Al though Steve does use both verbal and nonverbal
conversational behaviors, there is no way to tine those behaviors
to one another at the level of the word or syllable. Nonverbal
behavi ors are hardwired for function: Steve cannot reason about
whi ch nodalities mght be better suited to serve particul ar

functions at particular places in the conversation.
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In contrast to these other systens, our current approach
handl es both nul ti nodal input and output and is based on
conversational functions that may be either interactional or
propositional in nature. The basic nodul es of the architecture
described in the next section were developed in conjunction with
Churchill et al. (chap. X). The architecture grows out of
previ ous work in our research group on the Ymr architecture
( Thorisson 1996). In this work, the main emphasis was on the
development of a multilayer multimodal architecture that could
support fluid face-to-face dialogue between a human and graphical
agent. The agent, Gandalf, recognized and displayed interactional
information such as gaze and simple gesture and also produced
propositional information, in the form of canned speech events.

In this way, it was able to perceive and generate turn-taking and
back-channel behaviors that lead to a very natural conversational
interaction. This work provided a good first example of how

verbal and nonverbal function might be paired in a conversational
multimodal interface. However, Gandalf had limited ability to
recognize and generate propositional information, such as

providing correct intonation for speech emphasis on speech

output, or a gesture co-occurring with speech. The approach we

use with Rea combines lessons learned from both the Gandalf and

Animated Conversation projects.

X.5 Embodied Conversational Agent Architecture
The FMTB model described above can be summarized as follows:

multiple (interactional and propositional) communicative goals
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are conveyed by conversational functions that are expressed by
conversational behaviors in one or several nodalities. This
nodel , which al so serves as a strong franework for system design,
is lacking in other enbodi ed conversati onal agents. W have

t herefore designed a generic architecture for ECAs that derives
directly fromthe FMIB conversational franework descri bed above.
W feel that it is crucial that ECAs be capabl e of enploying the
sanme repertoire of conversational skills as their hunman
interactants, both to obviate the need for users to learn howto
interact with the agent and to naxim ze the natural ness and
fluidity of the interaction. W believe that in order to enable
the use of conversational skills, even the very architecture of
the system nust be designed according to the affordances and
necessities of conversation. Thus, in our design we draw directly
fromthe rich literature in |inguistics, sociology, and human

et hnography described in the previous section to derive our

requi renents, based on our FMIB conversational frameworKk.

In general terms, the conversational nodel that we have
described |l eads to the followi ng set of ECA architectural design
requirenents:

» Understanding and Synthesis of Propositional and
Interactional Information. Dealing with both propositional and
interactional functions of conversation requires models of the
user's needs and knowledge and the user’s conversational process
and states. Producing propositional information requires a
planning module to plan how to present multisentence output and

manage the order of presentation of interdependent facts. The
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architecture nust include both a static domai n knowl edge base and
a dynam c di scourse know edge base. Understanding interactional
i nformati on, on the other hand, entails building a nodel of the
current state of the conversation with respect to conversational
process (who is the current speaker and who is the |istener, has
the listener understood the speaker’s contribution, and so on).
» Multimodal Input and Output. Since humans in face-to-face
conversation send and receive information through gesture,
intonation, and gaze as well as speech, the architecture also
should support receiving and transmitting this information and
should be modular so that new input and output modalities can
easily be added as new technologies are developed.
 Timing. Because of the importance of working with
different time scales, and of synchrony among behaviors, the
system must allow the embodied conversational agent to watch for
feedback and turn requests, while the human can send these at any
time through various modalities. The architecture should be
flexible enough to track these different threads of communication
in ways appropriate to each thread. Different threads have
different response-time requirements; some, such as feedback and
interruption, occur on a subsecond time scale. The architecture
should reflect this fact by allowing different processes to
concentrate on activities at different timescales.
» Conversational Function Model. Explicitly representing
conversational functions rather than simply a set of
conversational behaviors provides both modularity and a

principled way to combine different modalities. Functional models
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i nfluence the architecture because the core nodul es of the system
operate exclusively on functions (rather than sentences, for
exanpl e), while other nodul es at the edges of the systeminfer
functions frominput and realize functions for outputs. This also
produces a synmetric architecture because the sane functions and
nodalities are present in both input and output.

Based on our previous experience with Ani mated Conversation
and Ymr, we have devel oped an architecture that handl es both
real -tinme response to interactional cues and understandi ng and
generation of propositional content. The interactional and
proposi tional functions are capable of being filled by

conversational behaviors in several nodalities.

Hardwired Reaction
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Figure X 2
Overal |l architecture.

The architecture foll ows sequential processing of user input
(see fig. X.2). First, the Input Manager collects input from al

nodal i ti es and deci des whether the data requires an instant
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reaction or deliberative discourse processing. Hardw red Reaction
handl es quick reactions to stimuli such as the appearance or

si de-to-si de novenent of the user. These stinuli then provoke a
nodi fication of the agent’s behavior w thout nmuch del ay. For
exanpl e, the agent’s gaze can seam essly track the user’s
novenent. The Deli berative Di scourse Processing nodul e handl es
all input that requires a discourse nodel for proper
interpretation. This includes many of the interactional behaviors
as well as all propositional behaviors. Last, the Action
Schedul er is responsible for scheduling notor events to be sent
to the aninmated figure representing the agent. A crucial function
of the scheduler is to prevent collisions between conpeting notor
requests. Each of the nodules in the architecture is described

next .

X. 5.1 I nput Manager

In order to support integration of nultinodal input fromthe
user, the I nput Manager obtains data fromthe various input

devi ces, converts it into a formusable by other nodules in the
system and routes the results to the Deliberative Mdule. Sone
i nteractional information can also be forwarded directly to the
Action Schedul er nodul e by way of the Hardw red Reaction nodul e
to mnimze systemresponse tine (e.g., changing the character’s
gaze to track a change in the user’s location). The |nput Manager
will typically receive information from devices that provide
speech text, user gesture, location, and gaze information, and

other nodalities. In all cases, the features sent to the | nput
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Manager are tinme-stanped with start and end tines in

mlliseconds.

X. 5.2 Hardw red Reactions

Har dwi red Reactions enable the character to respond i mredi ately
to certain uninodal user inputs that require fast reaction but do
not require any inferencing or reference to the di scourse nodel.
Exanpl es include tracking the user’s location with the
character’s eyes and responding to the user suddenly entering or

| eaving the interaction space.

X.5.3 Deliberative Mdul e

In order to maintain coherence in the conversation and track the
user’s focus, the Deliberative D scourse Processing nodul e

mai ntai ns a di scourse nodel of the entities introduced in the
conversation, the previous statenents nade by the user and the
agent, and other information (e.g., the user’s ultinmate and

i ntermedi ate conmuni cative goals in terns of housing requirenents
in the real estate domain). The conponents of this nodule are
grouped together so that they can reference and update these data
structures.

The Del i berative Mdul e perforns the action selection
function of the architecture, which determ nes what the agent’s
contribution to the conversation should be at each nonent in
time. It receives asynchronous updates fromthe I nput Manager and

uses information about the domain (static know edge base) and
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current discourse state to determ ne the conversational action to
perform

The processing is split into three main conponents:

Under st andi ng, Deci sion, and Generation (see fig. X 2). The
Under st andi ng Modul e is responsible for fusing all input
nodalities into a coherent understandi ng of what the user is
doing and for translating a set of behaviors into a discourse
function, interactional or propositional. It passes these on to
the Decision Mddule in the form of speech acts.

The processing within the Decision Mddule is split between
the processing of interactional comunicative acts (those that
contribute to the managenent of the conversational situation) and
t he processing of propositional comunicative acts (those that
contribute to the content of the discussion).

The Interactional Processing subnodule is responsible for
updating the conversational state—namely, whether a conversation
with a user has started, who has the turn, and whether the
interaction has been put on hold while the user momentarily
attends to something else (see fig. X.3). The Propositional
Processing submodule is responsible for choosing adequate
responses to propositional input (for example, answering
guestions) and for communicating with the Response Planner if

necessary.
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DY

Fi gure X 3.
I nteractional conversational states.

It is inportant for both the interactional and propositional
processes to have access to a common di scourse nodel because
Interactional information plays a role in validating discourse
hi story updates. For exanple, the propositional subnodule wll
send off to the Generation Mdule a speech act to be realized.
However, only when the interactional part detects that the agent
has successfully concluded an utterance wi thout an interruption
fromthe user does the system consider whether to add the new
proposition to the shared knowl edge or di scourse history.

The Response Pl anner is responsible for fornulating
sequences of actions, sone or all of which will need to be
executed during future execution cycles, to carry out desired
communi cative or task goals. The CGeneration Mdule is responsible
for turning discourse functions (such as giving up the turn or
conveying a conmuni cative goal) that have been chosen by the
Deci sion Module into actual surface behaviors by producing a set
of coordinated primtive actions (such as speech, gesture, facial
expression, or a conbination of the above) and sending the

actions to the Action Schedul er for performance.
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X. 5.4 Action Scheduling Mdule

The Action Scheduler is the notor controller for the enbodied
agent, responsible for coordinating output actions at the | owest
level. It takes a set of atom c nodality-specific commands and
executes themin a synchronized way. This is acconplished through
the use of event conditions specified on each output action which

defi ne when the acti on shoul d be execut ed.

X.5.5 Architecture Summary

In nmoving from studyi ng conversati on between humans to

i npl ementi ng conputer systens, we are noving froma rich
description of a naturally occurring phenonmenon to a paranetric

i npl enentation. In the process, certain aspects of the phenonenon
energe as feasible to inplenment, and certain aspects of the
phenonmenon energe as key functions w thout which the

i npl enment ati on woul d make no sense. The FMIB conversational nodel
is a way of gathering those functions that are essential to the

i npl enmentation and that can be used as a design framework for the
architecture. In the next section, we address the inplenentation

that comes out of an architecture designed in this way.

X. 6 I npl ement ati on

W are devel opi ng an enbodi ed conversational agent within this
architecture that is capable of having a real-tinme face-to-face
conversation with a human. The agent, named Rea (for Real Estate

Agent), plays the role of a real estate sal esperson who interacts
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with users to determ ne their needs, shows them around virtual
properties, and attenpts to sell thema house. W chose the
domai n of real estate because of the amount of talk with a social
function that it provokes (and because we couldn’t pass up the
phrase "an experinment in virtual realty"!). That is, in order to
put clients enough at ease that they will be able to conceive of
parting with the anount of nobney needed to purchase a house,
realtors engage in a lot of talk with a m xed social or
i nteractional function and a propositional function. This domain,
then, allowed us to work toward an agent capable of dealing with
mul ti pl e conmuni cative goals: both interactional and
propositional contributions to the discourse, nade by way of
conversational behaviors carried out in several nodalities.

Rea has a fully articul ated 3-D graphical body and
comuni cat es using both verbal and nonverbal nodalities. She is
able to describe features of a house using a conbination of
speech utterances and gestures, and can also respond to users’
verbal and nonverbal input. When the user makes cues typically
associated with turn- taking behavior such as gesturing, Rea
allows herself to be interrupted, then takes the turn again when
she is able. She is able to initiate conversational repair when
she misunderstands what the user says. Rea’s speech and gesture
output are actually generated in real time from the same
underlying knowledge base and description of communicative goals,
using the SPUD natural language generation engine (Stone 1998).

The following is an excerpt from a sample interaction:
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Lee approaches the projection screen. Rea is currently turned
side on and is gazing idly about. As Lee npbves within range of
the two caneras nounted above the screen, Rea turns to face him
and says:

REA> Hel l 0. How can | help you?

LEE> |’ m | ooking to buy a place near MT.

Rea nods, indicating that she is follow ng.

REA> | have a house to show you.

A picture of a house appears on-screen behind Rea who blinks and
| ooks at the house and then at Lee.

REA> It's in Somerville.

LEE> Tell me about it.

Rea | ooks up and away whil e she plans what to say.

REA> It's big.

Rea makes an expansive gesture with her hands.

Lee brings his hands up as if he is about to speak and so Rea
does not continue; instead, she is waiting for himto speak.
LEE> Tell me more about it.

REA> Sure thing. It has a nice garden.

Rea sketches a curved gesture with her hands indicating that the
garden extends al ong two sides of the house.

LEE> How far is it?

REA> It is five minutes to the Porter Square T station.

Rea makes it clear that it is five mnutes on foot fromthe T
station by making a wal king gesture with her fingers.

LEE> How big is the house?

REA> It has four bedrooms, three bathrooms . . .



Lee interrupts Rea who stops speaking i mredi ately.

LEE> Wait. Tell ne, where is the master bedroonf

REA> I'm sorry, | didn’t catch that. What did you ask me?

LEE> Where is the master bedroom?

REA> It's upstairs.

Rea poi nts up.

LEE> Where is the master bathroom?

REA> It's next to the bedroom.

Rea brings her hands together to indicate the rel ationship
bet ween t he bedroom and t he bat hr oom

And t he house tour continues.

The system currently consists of a large projection screen on
which Rea is displayed and in front of which the user stands. Two
cameras mounted on top of the projection screen track the user’s

head and hand positions in space. Users wear a microphone for
capturing speech input. A single SGI [0 Octane computer runs the

graphics and conversation engine of Rea, while several other
computers manage the speech recognition and generation and image
processing (fig. X.4). The system is implemented in C++ and CLIPS
(CLIPS 1994), a rule-based expert system programming language.
The modularity of the system design is made possible by using
KQML performatives, a common message protocol for interagent
communication (Finin and Fritzon 1994), to send and receive

messages between different modules.

30
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Fi gure X 4.
Rea says, "It is next to the bedroom™

In the follow ng sections, we discuss in detail our
I npl enent ati on of the enbodi ed conversational agent architecture
in the Rea system In the discussion of Rea s inplenentation, we
will follow our discussion of the architecture, noving fromthe
I nput manager through the di scourse processing nodule to the

action schedul er and graphi cs generati on.

X.6.1 I nput Sensors
The function of the input nmanager in the architecture is to
handl e both verbal and nonverbal inputs fromdifferent devices
and prepare them for understandi ng.

In Rea, the input manager currently receives three types of

I nput :



» Gesture Input: STIVE vision software (Azarbayejani, Wren, and
Pentland 1996) uses two video cameras to track flesh color and
produce 3-D position and orientation of the head and hands at ten
to fifteen updates per second.

 Audio Input: A simple audio processing routine detects the
onset, pauses, and cessation of speech.

» Grammar-Based Speech Recognition: Speech is also piped to a PC
running IBM's ViaVoice98 0, which returns text from a set of

phrases defined by a grammar.

Data sent to the Input Manager is time-stamped with start
and end times in milliseconds. The various computers are
synchronized to within a few milliseconds of each other using NTP
(Network Time Protocol) clients. This synchronization is key for
associating verbal and nonverbal behaviors. Low-level gesture and
audio detection events are sent to the Deliberative Module
immediately. These events are also stored in a buffer so that
when recognized speech arrives, a high-level multimodal KQML
frame can be created containing mixed speech, audio, and gesture
events. This is sent to the Understanding Module for

interpretation.

X.6.2 Discourse Processing

The deliberative processing module is the core part of the
architecture. It handles both interactional and propositional
facets of the discourse. In Rea, all of the deliberative

processing modules are written in CLIPS. Although propositional
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and interactional elenents are considered in an integrated
fashion at many points in the system we will describe them here

separately for expository purposes.

X.6.2.1 Interactional Discourse Processing The processing of
interactional information in Rea involves sone speech but
primarily the handling of all non-speech-content inputs and
out put s.

The Under st andi ng Modul e receives a KQW frame fromthe
| nput Manager that contains tagged user input, including
i nformati on fromthe vision system about the presence or absence
of the user and whether he or she is gesturing or not, and
information fromthe audi o threshold detector about whether the
user has started speaki ng, has paused, or has finished speaking
The Under st andi ng Modul e | ooks at the current conversati onal
state (as shown in fig. X 3) and the | ast known state of al
i nputs in deciding howto nmap a particular input into a discourse
function. For exanple, if the user has paused in his or her
speaki ng and the conversational state is UserTurn (user has the
floor) and Rea does not take the turn within 0.8 seconds, then a
Want i ngFeedback functional descriptor is created, indicating that
the user’s utterance should be acknow edged if possible.

The Decision Mddule is the center of volition for Rea, since
all of its inputs are input discourse functions describing user
actions, and its outputs are output discourse functions for Rea
to execute. Upon receipt of an interactional nessage fromthe

Under st andi ng Modul e, the Deci sion Mdul e consults the current



conversational state and decides on an output action and/or
conversational state change. For exanple, if the conversationa
state is UserTurn and the Decision Mdul e receives a
Want i ngFeedback message, then a G veFeedback interactional output
nessage is constructed and sent to the Generation Mddule for
execution, and the state remains UserTurn.

The Generation Mdul e maps requests for output discourse
functions into specific output behaviors, based on channel
avai lability, and defines the synchronization requirenments for
the Action Schedul er to execute. For exanple, if the
i nteractional output function G veFeedback is received and Rea’s
head is not currently being used for a higher-priority behavior,
then an Action Schedul er cormand is generated and sent to cause
Rea to nod her head (if her head had been busy, feedback could
al so have been generated by neans of a paraverbal, such as "uh

huh").

X.6.2.2 Propositional Discourse Processing The processing of
propositional information primarily involves the understandi ng
and processing of speech inputs and the generation of speech and
gestural outputs.

As mentioned above, the Understandi ng Modul e recei ves a KQW
frame fromthe Input Manager that contains tagged user input. The
Under st andi ng Mbdul e’ s main propositional task is to convert
speech input into a valid speech act after resolving referring
expressions. The KQW. tags fromthe speech recogni zer describe

the contents of the utterance and the type of speech act being
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performed (follow ng Ferguson et al. 1996), in addition to the
identification of all discourse entities.

When t he Under standi ng Modul e has fini shed binding the
di scourse entities of the new utterance to existent know edge
base entries, it tries to fill in a speech act tenplate. The
tenpl ate type is chosen according to the incom ng speech act tag,
but the tenplates may have preconditions associated with them
that have to be fulfilled in order for themto be selected. This
way, the choice of tenplate can be sensitive to the discourse
nodel states.

Once the speech act tenplate has been selected and filled
in, it is sent to the Decision Mdule that then needs to eval uate
its effect and choose a response. The eval uation may update facts
in the dynam ¢ knowl edge base and/or create an obligation that
the agent needs to attend to. The agent can then performsinple
pl an reasoning to cone up with one or nore speech acts to achieve
the obligation or comunicative goal. The agent conmmits to the
execution of that plan by intending to execute the first speech
act of the plan. Wien it is tine to act, the rel evant speech act
tenplate is filled out and handed to the Generation Mdule for
realization, along with any interactional functions that need to
be executed in order to contribute successfully to the
conver sati on.

In Rea, the comunicative goal of a speech act can be
acconpl i shed by a speech utterance or by the conbination of a
speech utterance and an appropriate gesture (or gestures). The

task of the Speech and Gesture Ceneration Mddule is to construct
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t he conmuni cative action that achi eves given goals. These

proposi tional goals need to convey domai n propositions that
encode specified kinds of information about a specified object.
The conmuni cative action generated nust also fit the context

speci fied by the discourse nodel, to the best extent possible. W
use the SPUD generator ("Sentence Planning UsinDescription")

i ntroduced in Stone and Doran (1997) to carry out this generation
t ask.

Figure X.5 shows the structure of the sinultaneous speech
and gesture generation process in the Generation Mdule. An
utterance generation process starts when the Decision Mdule
sends out a generation speech act. The generation speech act is
usually in the "Describe(object, aspect)” form The request
formul ator first converts it into a comuni cative goal that can

be understood by the SPUD generat or.

Discourse
History

Gengration Speech Acts

Request Attentional Shared Pragmaics
Formulator State Knowledge
.

Structure of Syntadic
Context Frames

A A A4 A 4

SPUD Server
Privateand Shared /

Knowledge Lexicon

Speech + Gedure Description
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Figure X. 5
Speech and gesture generation.

The structure of context, private and shared know edge,
syntactic frames, and the |exicon construct the basic background
know edge base upon which SPUD can draw for its comunicative
content. The lexical itens in speech and constraints on novenents
in gestures are treated equally as |exicalized descriptors in the
knowl edge base. The organi zation of the background know edge base
defines the common ground, in terns of the sources of informtion
that the user and Rea share. It also describes the relationship
bet ween Rea’s privately held information and the questions of
interest to the user that information can be used to settle
Necessary syntactic and semantic constraints about utterances are
also specified in the background knowledge base.

During the conversation, SPUD gets dynamic updates from
Rea’s Discourse Model to keep on top of the changing state and
context of conversation. These updates include the current
attentional state of the discourse (Grosz and Sidner 1986),
shared knowledge update to the common ground (Clark and Marshall
1981), and pragmatics by which SPUD looks to prove before an
entry can be used.

Based on the communicative goal, background knowledge base,
and the updated context of current conversation, SPUD builds the
utterance element by element; at each stage of construction,

SPUD'’s representation of the current incomplete utterance

specifies its syntax, semantics, interpretation, and fit to
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context. If a generation process is successful, a speech
utterance along with appropriate gesture descriptions are
generated. The gestures generated by the generation process can
convey the sanme piece of neaning that is conveyed by the speech
utterances. The use of gestures in this condition will increase
t he expressiveness and robustness of the communi cation. The
gestures can al so conpl enent the speech utterances—namely, they

can convey additional information that is not conveyed by the

speech utterances. In this case, the communicative load is

distributed to both the speech and gestures. The generation

process currently uses the combination of the following two kinds

of rules to determine whether to generate a complementary or a

redundant gesture:

* grouping rules that determine which aspects of an object or an
action can be articulated together

* appropriateness rules that determine which aspects/semantics
are appropriate or easier to be expressed via the gesture
channel, and if appropriate, which gesture can best represent the

semantics

Finally, a KQML frame containing the description is sent to the

Action Scheduler for execution.

X.6.3 Output System
The multimodal and real-time architectural requirements call for

a careful design of the output system. In particular, an embodied
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conversational agent needs a near-perfect coordination between
speech and nonverbal behavi or such as gesturing. The slightest
m smatch will not only | ook unnatural, but could in fact convey
sonething different fromwhat was intended. The nodul arity and
extensibility of the architecture require well-defined interfaces
bet ween the various conponents of the output system and have
inspired the inplenentation of a plug-in style notor skil
mechani sm

The out put systemin Rea consists of three nain conponents:
a schedul i ng conponent, an ani mati on conponent, and a rendering
conponent. They map into the ECA architecture as Action Schedul er
and out put devices, respectively. The schedul er receives requests
for the activation of various behaviors fromthe CGeneration
Modul e. The requests include interdependenci es anong the
behavi ors, such as requirenments about one behavi or finishing
bef ore another one starts. The scheduler is therefore responsible
for successfully sequenci ng pendi ng behaviors. The ani nat or
assigns a behavior ready to be executed to a notor skill that
t hen becones responsible for aninmating the joints of the nodel by

comuni cating with the renderer (fig. X 6).
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Figure X. 6
The three | ayers of the output system scheduling, aninmation, and
renderi ng.

X.6.3.1 Schedul er A behavior description with its preconditions
and nmanner of execution are sent to the Scheduler in a KQW
nessage. The Generation Mdule typically sends the scheduler a
set of behaviors that together, when properly triggered, are
nmeant to carry out a single function, for exanple an invitation
to start a conversation. The schedul er can be instructed to
notify the Generation Mddul e through KQW cal | back nessages when
certain events occur, such as conpletion of an out put behavi or
sequence.

Execution of behaviors in the scheduler is event-driven
because it is often difficult to accurately predict output

behavi or execution timngs, nmaking it inpossible to plan out
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conpl etely synchroni zed executi on sequences in advance. In
addi ti on, sone behavi ors can produce neani ngful events while they
are being executed (e.g., the speech synthesis behavior can
produce an event after each word is produced) and thus all ow

ot her behaviors to be started or stopped when these events occur.
Figure X. 7 shows an exanple of an event-driven plan executed by
the Action Schedul er with dependenci es anong the individual

behavi ors.

1. Lok At fime
) aney [N
2lokawe o \ |

3. lheve &ordd” L ‘

4 Resd/rgitrend e ! AT

5.Best Pek="aond>’ ,

6. Itis n &ui dnyinBa o't

7 High Gt re Be kb dingg T L L
8.Rea 1 Fere I e
Indctes pe andd nfa evats atitg n
- a8 pe@ndt.n s da/fo evartstrtrgi
Figure X 7

Exanpl e of synchroni zed speech and gesture output by the Action
Schedul er.

The specification sent to the Action Schedul er contains a
description of each individual behavior to be executed (a
":content" clause), along with a precondition for the start of

t he behavior (a ":when" clause) and an optional synbolic | abel
(":id"), which can be used in the preconditions of other
behavi ors. Figure X. 8 shows the KQW input specification for the

pl an shown in figure X 7.



[(action :id HAWMY :when i mmedi at e
:content (headl ook :cnd away : object user))
(action :id HAT :when (offset_after :event H AWAY. END :tinme 00: 01. 50)
:content (headl ook :cnd towards :object user))
(action :id S O\DO:when (after :event HAT. END
:content (Speak :content ‘| have a condo.”))
(action :when (after :eventS_CONDO.START)
:content (rightgesture :cmd ready))
(action :when (after :event S_CONDO.WORD?3)
:content (rightgesture :cmd beat))
(action:id S BLDGwhen (offset_after :event S_COND.END :time 00:01.00)
:content (Speak :content “Itis in a building in Boston.”))
(action :when (after :event S_BLDG.WORDA4)
‘content (rightgesture :cmd compose :trajectory vertup :hand bend))
(action :when (after :event S_BLDG.END)
:content (rightgesture :cmd relax))]

Figure X 8
Action Schedul er KQW input specification for the plan shown
figure X 7.

The Action Schedul er works by nanaging a set of primtiv
behavi or obj ects, each of which represents a set of anination
(e.g., "right armgestures”). Wen a behavior is conmanded to
start, it first acquires the body degrees of freedom (DOF) th
it requires, such as the set of the right armand hand joints
then goes into a starting phase in which it can perform
initialization, such as noving the arminto a ready position.
Most of the behavior’s actions are carried out in the update
phase, which ends when the behavi or reaches a natural stoppin

point, when it is explicitly conmanded to stop, or when sone
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ot her behavi or preenpts it by grabbing one or nore of its DOFs.

Before returning to idle, a behavior can go through an endi ng
phase in which it can perform any w ap-up operations needed,
as returning the armto its rest position.

When the Schedul er has a nonverbal behavi or ready for

execution, it passes its description over to the aninator.

such
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Actions not involving the character’s body are executed directly:

for exanple, verbal behavior is sent to the speech synthesizer.

X.6.3.2 Animator The ani mator checks with the Mtor Skil
Manager to see if a notor skill capable of handling the request
has registered with it. The task of animating joints of the nodel
was broken up into separate notor skills in part because the
different skills called for different nmethods of anination. Mtor
skills range from strai ghtforward ones, such as those executing a
single head nod, to nore el aborate ones such as those enpl oyi ng
i nverse kinematics for pointing at objects or playing key-framne
ani mati on. When a notor skill is activated, it asks the
Arbitrator for the body DOFs it needs to nodify. If two skills
ask for the sane DOF, the one with the higher priority captures
it.

Dependi ng on the inplenentation of particular skills, the
|l osing skill can keep trying to capture the DOF. This feature is
useful for instances where a continuous behavior is nonmentarily
i nterrupted by an instantaneous one, such as when the character
is tracking the user with its gaze and gets asked to gl ance up
and away (higher priority). Wen the glance is conpleted, the
tracki ng automatically resumes. The Arbitrator is responsible for
keeping track of DOFs in use and allocating themto skills that
request them

Al'l skills can access information about the environnent,

i ncluding virtual objects and the perceived user position through



a shared world. Motor skills such as for controlling facing can

t herefore accept nanes of objects as paraneters.

X.6.3.3 Renderer The rendering engine is abstracted away from
the ani mator by introducing a Body Mddel |ayer that essentially
maps a DOF nane to the correspondi ng nodel transformation. W
have i npl enented a Body Model that interfaces with a VRWML scene
graph rendered using Openlnventor from TGS. The nam ng of the
character’s DOFs foll ows the H Anim VRML Hunanoi d Specification

for conpatibility .

X. 7 Eval uation

In this chapter, we have argued that architectures for enbodi ed
conversati onal agents can—indeed must—be built from a model of
human-human conversation. And we have provided such a model in

the form of a set of properties of human-human conversation that

we believe are essential to allowing computers to carry on

natural conversations with humans. Note that, following Nickerson

(1976), it is important to point out that “an assumption that is

not made, however, is that in order to be maximally effective,

systems must permit interactions between people and computers

that resemble interperson conversations in all respects.”

Instead, we have argued in this chapter that a successful model

of conversation for ECAs picks out those facets of human-human
conversation that are feasible to implement, and without which

the implementation of an ECA would make no sense.
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These clains nust be evaluated. To date, enpirical
eval uati ons of any kinds of enbodied interfaces have been few,
and their results have been equivocal. As Shnei derman (1998)
poi nts out, anple historical evidence, in the formof a veritable
junk pile of abandoned ant hroponor phi c systens, exists agai nst
usi ng ant hr oponor phi zed designs in the interface. And Dehn and
van Mul ken (n.d.), specifically exam ning eval uations of recent
animated i nterface agents, conclude that the benefits of these
systens are arguable in terns of user performance, engagenent
with the system or even attributions of intelligence. They point
out, however, that virtually none of the systens eval uated
expl oited the affordances of the human bodi es they inhabited:
this design paradigm “can only be expected to improve human—
computer interaction if it shows some behavior that is functional
with regard to the system’s aim.” In other words, embodiment for
the sake of the pretty graphics will probably not work.

But note that it is only very recently that embodied
conversational agents have been implemented with anywhere near
the range of conversational properties outlined above. For this
reason, it is only now that we can start to carry out rigorous
evaluations of the benefits of conversational embodiment. But

evaluation of a system like this takes several forms. We must

evaluate the adequacy of the nodel that serves as a design
framework; we must evaluate the i npl ement at i on of that design,
and we must evaluate the artifact that results—that is, we must

evaluate the ECA as human-computer interface.
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X. 7.1 Evaluation of Conversational Model
Qur method of evaluating the FMIB conversational nodel is to | ook
for lacunae in the theory that are pointed out by the
i npl enmentation. For exanple, in the earlier system Ani mated
Conversation, interactional and propositional functions were
handl ed entirely separately throughout the system architecture.
It was assuned that each utterance had one communi cative goal. An
unexpected result was that too nany head nods and hand gestures
wer e generated, since sone perfornmed an interactional and sone
performed a propositional function. As a result, the current
conversational nodel allows nmultiple comrunicative goals for each
utterance, of which sone may be interactional and sone
propositional. Qur evaluation of the current conversational
nodel , FMIB, has pointed out a weak spot in the understanding of
the rel ati onshi p between conversational behaviors and
conversational functions. In particular, it is clear that there
is of yet no way of predicting what conversational behaviors wl|
vehi cl e particul ar conversational behaviors. That is, we have no
theory of the generativity of conversational behaviors from
conversational functions.

One particularly difficult arena in which this is true is
t he generation of hand gestures. W may know that a gesture
shoul d convey propositional content, and even that the content
should be “a garden that surrounds the house,” and we can
autonomously generate these two stages of the production process,
but we have no way of predicting what shape of the hands or

movement of the hands will best represent this content. For the
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nonent, we resolve this lacuna by providing a |ist of
conversational behaviors. W hope in the future to have a nore
princi pled nethod of solving the problem W mght |ook at this

i ssue as bei ng one of the norphol ogy of conversational behaviors,

and we see it as a topic of future research for our group.

X. 7.2 Evaluation of Inplenentation

Qur method of evaluating the inplenentation is sinply to see what
aspects of the architecture, and of the nodel before it, are not
transl ated into system behaviors. And, what aspects are badly or
i nperfectly translated. In this evaluation, one aspect of the
FMIB conversational nodel is strikingly difficult to inplenent,
and that is the feature of timng. In fact, our evaluation of our
own current inplenentation points out several weaknesses with
respect to timng and to synchrony. First of all, with respect to
speed, the natural |anguage generation engine is not currently
fast enough to provide any sense of entrainnment to human users.
That is, users get a sense that Rea is thinking too | ong before
she speaks. Because we have inplenented a deliberative discourse
processi ng nodul e and a hardw red reacti on nodul e to handl e
different tinme scales, this slowness is all the nore noticeable.
Soneti mes Rea reacts instantly, and sonetinmes she takes too |ong.
Next, with respect to synchrony, we have not yet resol ved the

i ssue of howto tine gestures perfectly with respect to the
speech that they acconpany. Thus, for exanple, hand gestures my
occur sonewhat after the speech with which they are generat ed.

This sinply gives the inpression that the systemis not worKking
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correctly, or that Rea is a bit dim The problemis due primrily
to the difficulty of synchronizing events across output devices,
and of predicting in advance how long it will take to execute
particular behaviors. That is, it is difficult to predict—and
synchronize—the timing of speech synthesis produced by a text-to-
speech engine and graphical representations of hand movements
produced by a rendering engine.
In order to address this problem, we are currently looking
at other text-to-speech engines that may give us phoneme timings
in advance, which might facilitate predicting how long it will
take to utter a particular phrase. However, a more profound
solution, and one that is more in line with the conversational
FMTB model presented here, is to endow the Action Scheduler with
more intelligence about issues of timing and synchrony. That is,
we might conceive of an Action Scheduler that doesn't allow
missychronized behaviors to be generated, or that works with
other kinds of timing and sychronization constraints. This is a

topic for future research.

X.7.3 Evaluation of Interaction

We evaluate the quality of Rea as interface by having her
interact with untrained users. Of course, an entirely free
interaction with a user would allow us to know whether Rea is
ready for prime time (the real estate market) but not allow us to
pinpoint the source of any difficulties users might have in the
interaction. Therefore, as Nass, Isbister, and Lee (chap. X)

describe, we evaluate the performance of our embodied
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conversational agent through a series of Wzard of Oz experinents
where we mani pul ate one or two variables at a tine. Conparing one
of Rea’s ancestors (see Cassell and Thorisson 1999 for further

details and citations) to an identical body uttering identical

words, but without nonverbal interactional behaviors, we found

that users judged the version with interactional behaviors to be

more collaborative and more cooperative and to exhibit better

natural language (even though both versions had identical natural

language abilities). On the other hand, performance on the task

was not significantly different between the groups. An evaluation

of one of Rea’s cousins—a 3-D graphical world where

anthropomorphic avatars autonomously generate the conversational

behaviors described here—did show positive benefits on task

performance. And users in this study preferred the autonomous

version to a menu-driven version with all of the same behaviors

(Cassell and Vilhjalmsson 1999).

Currently, we are conducting an evaluation that compares (a)
face-to-face conversation with Rea to conversation over the
telephone with a dialogue system, and (b) whether the user
believes that the system (either Rea or the dialogue system) is
autonomous to whether it is being manipulated by a human in real
time. We will look at the effect of these conditions on users'
perception of the system but also on their efficiency in carrying
out a task and their performance on that task. In this way, we
hope to begin to evaluate the particular conversational

properties that make up our FMTB conversational model.
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X. 8 Concl usi ons

One of the motivations for embodied conversational agents—as for
dialogue systems before them—comes from increasing computational
capacity in many objects and environments outside of the desktop
computer—smart rooms and intelligent toys, in environments as
diverse as a military battlefield or a children’s museum—and for
users as different from one another as we can imagine. It is in

part for this reason that we continue to pursue the dream of
computers without keyboards that can accept natural untrained
input. In situations such as these, we will need robustness in

the face of noise, universality and intuitiveness, and a higher
bandwidth than speech alone. We will need computers that
untrained users can interact with naturally. And we believe that
this naturalness of interaction can come from systems built on

the basis of a strong model of human conversation.

In this chapter, we have argued that architectures for
embodied conversational agents need to be based on a
conversational model that describes the functionality, properties
and affordances of human face-to-face conversation . The
gualitative difference in architectures designed in this way is
that the human body enables the use of certain communication
protocols in face-to-face conversation. The use of gaze, gesture,
intonation, and body posture play an essential role in the proper
execution of many conversational behaviors—such as conversation
initiation and termination, turn taking and interruption
handling, and feedback and error correction—and these kinds of

behaviors enable the exchange of multiple levels of information
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inreal time. People are extrenely adept at extracting neani ng
fromsubtle variations in the performance of these behaviors; for
exanpl e, slight variations in pause |ength, feedback nod tim ng,
or gaze behavior can significantly alter the nessage a speaker
sends.

O particular interest to interface designers is that these
comuni cation protocols conme for "free" in that users do not need
to be trained in their use; all native speakers of a given
| anguage have these skills and use themdaily. Thus, an enbodi ed
i nterface agent that exploits themhas the potential to provide a
hi gher bandw dt h of conmuni cati on than woul d ot herwi se be
possi bl e. However, the flip side is that these conmunications
protocol s nust be executed correctly for the enbodi nent to bring
benefit to the interface.

W believe that Rea begins to denpnstrate those correct
comruni cations protocols that will make enbodi ed conversati onal

agents successful as hunman-conputer interface.
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